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Abstract

A fast Global Navigation Satellite System (GNSS) satellite signal acquisition method based on resampling is
presented. In contrast to traditional approaches, which perform a single-round search with a high data rate, the
proposed method introduces a signal acquisition mechanism that uses data resampling. Starting from a
resampled data rate slightly above the Nyquist frequency, the proposed method conducts multiple rounds of
searches with an increasing sampling rate. After each round of searching, the satellites are sorted according to
their relative signal strengths. By removing satellites at the bottom of each sorted list, the search space for satellite
acquisition is continuously pruned. If a sufficient number of satellites are not acquired when the original data rate
is reached, the method will switch to the weak-signal detection mode and use non-coherent integration for the
satellites at the top on the list. The non-coherent integration process continues until either a sufficient number of
satellites are acquired or the maximum number of steps is reached. The experimental results show that the
proposed method can acquire the same set of satellites as traditional methods but with a considerably lower
computational cost. The proposed method was implemented in a software-based GNSS receiver and can also be
used in hardware-based receivers.
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1 Introduction
Global Navigation Satellite System (GNSS) positioning
has been widely applied in various fields with the devel-
opment of navigation technology. The basic blocks of a
typical GNSS receiver include an antenna, RF front end,
and digital baseband processor. The role of the antenna
and front-end circuits is to detect satellite signals, amp-
lify, and demodulate them to zero or a low intermediate
frequency (IF), whereas the tasks of the digital baseband
processor include satellite signal acquisition, tracking,
and navigation data processing, as shown in Fig. 1 [1, 2].
The first step in baseband processing is satellite signal

acquisition. The signal acquisition module determines
whether a certain satellite is “visible” in the sky from the
observer’s viewpoint. If a satellite is visible, the acquisi-
tion algorithm provides an initial estimate of the phase
shift of the corresponding pseudo-random number
(PRN) code and Doppler frequency shift of the carrier
[3]. According to the principle of satellite positioning, a
GNSS receiver requires at least four visible navigation
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satellites to achieve a positioning in 3D space [4]. When
there is no auxiliary network to provide assisting infor-
mation, the receiver must sift through all navigation sat-
ellite signals to find at least four visible satellites to
perform the positioning calculation. Thus, a fast and ac-
curate acquisition of visible satellite signals provides a
strong starting point for the subsequent positioning pro-
cedure and is one of the key steps for baseband signal
processing.
Satellite signal acquisition involves a search in a two-

dimensional space, which is defined by the PRN phase
and Doppler frequency shift. The search is typically per-
formed through the PRN code correlation operation [5].
Different correlation implementations include serial
search acquisition (SSA) [6], which belongs to the trad-
itional serial search scheme [7], parallel frequency space
search acquisition (PFSSA) [8], and parallel code-phase
search acquisition (PCPSA) [9]. Among these algo-
rithms, the SSA performs the two-dimensional searches
using digital correlators. The SSA is straightforward,
but its efficiency is limited because of its serial search
nature, e.g., Number_of_Doppler_Search (Typ. Value
is distributed under the terms of the Creative Commons Attribution 4.0
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Fig. 1 Block diagram of a typical GNSS receiver

Fig. 2 Block diagram of PCPSA
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41) × Number_of_PRN_Code_Search (Typ. Value 2,046)
rounds of searches are required to obtain a single satel-
lite signal in the worst case [10]. PCPSA is a search al-
gorithm based on the fast Fourier transform (FFT).
Using circular convolution to speed up the correlation,
the PCPSA method derives a code shift for a single sat-
ellite with Number_of_Doppler_Search rounds of FFT/
IFFT operations. Algorithms [11, 12] are more effective
at simultaneously deriving the code phase shift and
Doppler shift using the two-dimensional FFT. In the
Doppler domain parallel acquisition, the input data for
the FFT are reduced by a time domain integration to re-
lieve the computational load [13].
The typical strength of a GNSS signal in open-sky

conditions is approximately −130 dBm, which is consid-
ered strong. If the input is a strong signal, the PRN cor-
relation can be performed by a coherent integration
operation between a full PRN sequence and an input sig-
nal from the ADC with the same signal length. The sig-
nal acquisition for strong satellite signals can typically be
accomplished after one round of correlation. When sat-
ellite signals are partially blocked or shaded, the signal
strengths may be in the −150 dBm range, and such sig-
nals are considered weak. To acquire weak signals, more
input data are necessary to perform a coherent or non-
coherent integration operation to enhance the signal-to-
noise ratio (SNR) [14, 15]. A more general scenario is that
signals from different satellites vary in strengths, with
some in the −130 dBm range and others in the −150 dBm
range or even lower. Traditional approaches conduct
searches using input data, whose length is often 1–10 ms,
to acquire the largest number of satellite signals. Although
this practice is effective in finding satellites with weak sig-
nals, it incurs unnecessary computational cost when find-
ing satellites with strong signals.
We propose a modified PCPSA method based on mul-

tiple resampling (MR-PCPSA) to acquire all satellite
signals and reduce the computational cost of satellite
signal acquisition in a mixed-signal-strength situation.
By performing an initial search using fewer sampling
points that satisfy the Nyquist sampling theory, the pro-
posed algorithm can derive a satellite list, which is
sorted by their signal strengths, in a timely manner. A
few satellites at the top on the list can be considered
successfully acquired, and many satellites at the bottom
on the list can be safely removed from subsequent
searches without affecting the final results. A second
round of search must examine only the uncertain satel-
lites in the middle of the sorted list using an increased
number of sampling points. This process repeats itself
and passes the acquisition results to a subsequent
tracking algorithm until the number of acquired satel-
lites satisfies the requirement or the maximum number
of iterations is reached. The experiments show that the
proposed algorithm can reduce the computational cost
by 35–45 % with a minimal effect on the search accur-
acy. Meanwhile, the tracking algorithm module can
also perform a detailed search earlier because the satel-
lites with strong signals can be acquired relatively earl-
ier. Thus, we can achieve a faster overall positioning
process.
The remainder of this paper is organized as follows.

Section 2 introduces the MR-PCPSA method and ex-
plains how it reduces the computational cost com-
pared to traditional approaches. Section 3 provides
additional details about the software and one potential
hardware implementation including a flowchart and
block diagram. Experiments based on three sets of real
data were analyzed, and the conclusion of the paper is
provided.

2 MR-PCPSA method
The traditional PCPSA is a widely used, fast navigation
satellite acquisition algorithm. Figure 2 shows a block
diagram of PCPSA [9].
The correlation function can be used to determine the

phase shift between two signals. The PCPSA algorithm



Fig. 4 Resample block
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describes an effective method to derive the correlation
function, i.e., using the frequency domain product to
replace the computationally expensive time domain
convolution. The algorithm operates as follows. First, a
digital mixer down-converts the signal from the IF to
the baseband. Then, the baseband signal is trans-
formed into the frequency domain using FFT. Mean-
while, a locally generated PRN code is transformed
into the frequency domain and multiplied by the afore-
mentioned frequency domain baseband signal. Then,
the product of those two signals is transformed back
into the time domain via an inverse FFT (IFFT). The
squared absolute values of the IFFT results represent
the correlation power of the two input signals. Finally,
the visibility of a satellite can be determined by com-
paring the ratio of the correlation power values be-
tween the first peak and the second peak with a preset
threshold [16].
Based on this PCPSA, we propose the MR-PCPSA

method, as shown in Fig. 3.
As shown in Fig. 3, MR-PCPSA introduces two add-

itional blocks: the resample block and the controller
block. A traditional non-coherent integration block is
also included to address the weaker signals. The resam-
ple block is composed of a sampling rate generation part
and a finite impulse response (FIR) filter [17], as shown
in Fig. 4.
As shown in the literature, the original IF signal x(n)

can be resampled at a fraction of the original data rate I/
D, as indicated by the following equations:
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Fig. 3 Block diagram of MR-PCPSA
where xR (n) is resampled data, Ik is the interpolation
item, and Dn is the decimation item. h(n) and H(e jw) are
filter functions in the time and frequency domain
respectively, as indicated in Eq. (3).
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The input data rate is typically approximately quad-
ruple of the IF. The resample block resamples the in-
put data using a series of increasing sample rates
starting from the lowest possible rate that satisfies
Nyquist sampling theory. After each round of resam-
pling, ratio is calculated and sorted. After the sorted
list is derived, the satellites at the top on the list
whose ratios are greater than the given threshold can
be considered acquired; the satellites at the bottom on
the list can be safely removed from the subsequent
rounds of searching because all GNSS systems can ob-
serve only a portion of satellites at a fixed observing
location at a given time. The satellites in the middle of
the list are categorized as uncertain for the current
round of searching and will be reexamined in the next
round using input data with a higher resampling rate.
After the original data rate is reached, the controller
will stop increasing the sample rate. Instead, MR-
PCPSA switches to the non-coherent integration-
based weak-signal detection mode. The algorithm con-
tinues the non-coherent integration for many rounds
using additional input data to further determine the
visibility of the uncertain satellites until either the
number of visible satellites is satisfied or the number
of non-coherent integrations reaches a preset upper
limit. Figure 5 provides a more detailed diagram of the
controlling block.
In Fig. 5, KNA is the number of visible satellites Need

to Acquire for a successful position calculation, and it is
typically set to an integer value of 4-12. f1 and fRS are the
resampling coefficients. f1 is the initial resampling fre-
quency and is typically set to the Nyquist frequency or
slightly above. The optimal step size for fRS depends on
the satellite signal strength distribution. Because the sig-
nal strength distribution is unknown before the acquisi-
tion process, we chose fRS step size to be around 20 % of
the Nyquist frequency based on empirical data. KAA is
the number of satellites Already Acquired, whose value
is 0-12. R is the number of resampling rounds. KNCI is



Fig. 6 Reduction in computational cost with different KNCI

Fig. 5 Block diagram of the controlling block for MR-PCPSA
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the number of Non-Coherent Integration based on a 1-ms
time slot.

3 Computational cost analysis of the MR-PCPSA
method
Although MR-PCPSA uses resampling to reduce the
computational cost for the first round of scanning, the
additional computational cost introduced by multiple
rounds of resampling is limited because the search space
in both the frequency and time domains is constantly
pruned after each round of searching. Thus, MR-PCPSA
has a noticeably lower overall computational cost than
traditional methods. The settings in Fig. 5 typically
reduce the computational cost by 35–45 % compared
to PCPSA, which is the fastest among the existing
approaches. For a general case including both strong
and weak signals, the computational costs for PCPSA
and MR-PCPSA are

CPCPSA∝ KDSKASN log2N þ 2KNAð ÞKNCIN log2N

ð4Þ
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where CPCPSA and CMR-PCPSA represent computational
cost of the PCPSA algorithm and the proposed algo-
rithm, respectively. KDS is the number of Doppler
Search, KAS is the number of All Satellites, N is the
number of points for FFT, KNA is the number of visible
satellites Need to Acquire, KNCI is the number of
Non-Coherent Integration, f1 and fRS are the coefficients of
resampling, fS is sampling frequency of original input data,
and R is the number of resampling rounds. In Eq. (5),
terms due to resampling operation were omitted because
they are O(N) terms.
We derive the relationship between the average cost

improvement and KNCI by substituting Eqs. (4) and (5)

into the equation 1− CMR‐PCPSA
CPCPSA

� �
.

In Fig. 6, the computation costs were calculated using
KDS = 41, KAS = 32, KNA = 8, KNCI = 10, and N = 16 × 106.
The coefficients of three resampling rounds are f1 = 0.5fs,
f2 = 0.75fs, and f3 = fs.
MR-PCPSA uses resampling to reduce the computa-

tional cost for the first few rounds of searches, but the
additional computational load caused by additional
steps, such as FIR filtering, data interpolation, and
decimation, is limited because they are O(N) opera-
tions. Major cost saving is achieved with a light-load



Fig. 7 Block diagram of the hardware implementation of MR-PCPSA
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first-round search and constant search space pruning
for subsequent rounds. Hence, the overall computa-
tional cost of MR-PCPSA is notably lower than that of
PCPSA.

4 Hardware and software implementation
MR-PCPSA can be applied to both software and hard-
ware receivers. Figures 7 and 8 show the block diagram
and flowchart of the hardware and software implementa-
tion, respectively.
As shown in Fig. 7, a hardware baseband processor

typically consists of multiple identical channels; each
channel is equipped with multiple parallel correlators
and can achieve fast GPS satellite acquisition [18, 19].
Although MR-PCPSA can improve the performance of
the hardware-based acquisition process, the improvement
is overshadowed by the parallel nature of the hardware
receiver. Compared to hardware implementation, MR-
Fig. 8 Flowchart of the software implementation of MR-PCPSA
PCPSA is more amenable to a software receiver, which is
largely a serial process even when run on a CPU with a
limited number of cores. Thus, only software-based exper-
iments were performed.

5 Experiments and analysis
MR-PCPSA was implemented in MATLAB. The GPS L1
band IF data from [8] were used as the test data. The
data was 20 s long. The IF signal frequency was
4.1304 MHz, and the sampling rate for ADC was
16.3676 MHz. All experiments were performed on a PC
with a 3.30-GHz system clock, Intel i5 CORE CPU and
single threading. The PRN frequency is 1.023 MHz, and
the Doppler frequency search range is 10 KHz with a
500 Hz step size. The 1-ms-based PCPSA method ac-
quired five satellites, whereas three more satellites were
acquired with 10 additional rounds of non-coherent in-
tegration, as shown in Figs. 9 and 10.
In Fig. 11, four satellites were acquired during the first

round of MR-PCPSA with a 6/11 sampling rate, one
Fig. 9 Satellites acquired with 1-ms PCPSA



Fig. 12 Comparison of algorithm efficienciesFig. 10 Satellites acquired after 10 additional rounds of
non-coherent integration
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satellite was acquired by MR-PCPSA with an 8/11 sam-
pling rate, and three other satellites were acquired in 10
additional rounds of non-coherent integration with a
threshold ratio of 3. As shown in Figs. 9, 10, and 11,
compared to the PCPSA approach, the proposed method
speeds up the capture process by conducting a faster
preliminary search and pruning the search space for a
detailed search based on the preliminary search results.
Figure 12 shows the computation time elapsed for the

entire capture process based on the input data from [8].
The proposed method required approximately 4.7 s to
capture all satellites, whereas the PCPSA method
required 7.8 s; hence, the capture time was reduced by
approximately 40 %.
Finally, we tested the effectiveness of the proposed

method with three additional sets of GPS L1 input data:
datasets 1 and 3 were from [8], and dataset 2 was from
[20]. The results are summarized in Table 1.
The experimental results in Table 1 illustrate that the

proposed method can capture all satellites as effectively
Fig. 11 Satellite-acquiring sequence of MR-PCPSA
as the original PCPSA method while reducing the com-
putation cost by approximately 40 %. Nevertheless, since
the signal acquisition process is much less computation-
ally expensive compared to the tracking process and the
navigation data processing process, the overall position-
ing speedup is not as noticeable as the figures listed in
Table 1. The overall speedup for the whole positioning
process is about 3 % on average.
6 Conclusions
A modified PCPSA method based on input data re-
sampling is proposed. With an initial search that uses
only a fraction of the original IF data and subsequent
search space pruning, the proposed method can re-
duce the computational cost of satellite acquisition
process without sacrificing the number of captured
satellites. The proposed method is applicable to vari-
ous versions of GNSS receivers, such as GPS, Galileo,
and Compass.
Table 1 Experimental results based on three sets of satellite data

Data Data 1 Data 2 Data 3

Intermediate frequency (MHz) 4.1304 4.1304 9.548

Sampling frequency (MHz) 16.3676 16.3676 38.192

Initial resampling frequency f1 (MHz) 8.2608 8.2608 19.096

Resampling step size (MHz) 3.273 3.273 7.638

Number of satellites acquired

1 round PCPSA 5 7 6

10 rounds PCPSA 8 9 9

MR-PCPSA 8 9 9

Time cost (s)

PCPSA 7.8 7.7 19.5

MR-PCPSA 4.7 4.5 11.4

Improvement (%) 39.7 41.6 41.5
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