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The state of the art of wave field synthesis (WES) systems is that they can reproduce sound sources and secondary (mirror im-
age) sources with natural spaciousness in a horizontal plane, and thus perform satisfactory 2D auralization of an enclosed space,
based on multitrace impulse response data measured or simulated along a 2D microphone array. However, waves propagating
with a nonzero elevation angle are also reproduced in the horizontal plane, which is neither physically nor perceptually correct.
In most listening environments to be auralized, the floor is highly absorptive since it is covered with upholstered seats, occu-
pied during performances by a well-dressed audience. A first-order ceiling reflection, reaching the floor directly or via a wall,
will be severely damped and will not play a significant role in the room response anymore. This means that a spatially correct
WES reproduction of first-order ceiling reflections, by means of a loudspeaker array at the ceiling of the auralization reproduc-
tion room, is necessary and probably sufficient to create the desired 3D spatial perception. To determine the driving signals for
the loudspeakers in the ceiling array, it is necessary to identify the relevant ceiling reflection(s) in the multichannel impulse re-
sponse data and separate those events from the data set. Two methods are examined to identify, separate, and reproduce the
relevant reflections: application of the Radon transform, and decomposition of the data into cylindrical harmonics. Application
to synthesized and measured data shows that both methods in principle are able to identify, separate, and reproduce the relevant
events.

Copyright © 2007 Diemer de Vries et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly

cited.

1. INTRODUCTION

The traditional reproduction formats of audio reproduction,
like two-channel stereo and Dolby surround [1], have the re-
striction that they provide correct spatial information only
in a limited listening area, the so-called “sweet spot.” With
the introduction of wave field synthesis (WFS) by Berkhout
[2], it became possible to generate sound fields with nat-
ural spatial properties within an extended volume or area
bounded by arrays of loudspeakers. The “ideal” WES repro-
duction room would be a 3D space of proper dimensions, all
boundaries of which are covered with closely sampled arrays
of individually driven loudspeakers. Then, the acoustic wave
field in any enclosed space could be simulated or reproduced
and listeners within that space could walk around and per-
ceive the acoustic conditions at any place with correct tem-
poral and spatial properties. The reproduction of the acous-

tics of a hall in a different environment is called auralization
in this context, as an extension of the definition of this term
by Kleiner et al. [3].

However, from viewpoints such as accessibility and com-
putational power, it is not realizable to cover all the bound-
aries with loudspeakers. Therefore, present WES-based au-
ralization systems consist of a loudspeaker array configura-
tion in a horizontal plane, roughly at the elevation of the
ears of the listeners. Typical input data for the auralization
are multi-trace impulse responses measured [4] or simulated
[5] along a 1D (linear) or 2D (cross-shaped circular) micro-
phone array in a horizontal plane. By this way, wave com-
ponents incident with an elevation angle unequal to zero
are “projected” in the horizontal plane as will be further ex-
plained in the next section. The mirror image sources that
represent the boundary reflections are reproduced in the hor-
izontal plane according to the recorded arrival times, which
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FIGURE 1: Geometry and variables of the circular array.

correspond to nonhorizontal travel paths. A 2D listening
space is simulated with most boundaries at wrong positions,
which might be perceived by the listener as missing the “hall
volume impression.”

Since the sensitivity of the human ear to vertical local-
ization is not very high [6, 7], some inaccuracy in the repro-
duction is permitted from a perceptual point of view. As the
floor of a concert hall or theatre is usually covered with ab-
sorptive seats or well-dressed listeners, it can be assumed that
sound waves, after being reflected by this floor surface, do not
play a significant role in a measured impulse response any-
more. Therefore, the first-order reflections from the ceiling
and second-order reflections via side walls and ceiling should
be the most important nonhorizontal contributions to the
sound field. As a first attempt to create a realistic perceptual
“volume” impression of a 3D hall, the TU Delft WES system
is being extended with a ceiling array to control the elevation
angle of the significant ceiling reflections of the hall to be
auralized. For that purpose, these reflections should be iden-
tified and selected from the dataset measured with (or simu-
lated along) the microphone array in the horizontal plane. In
this paper, data simulated and measured along a circular mi-
crophone array are considered, since such arrays have proven
to be most efficient for auralization purposes [4].

Two different identification and selection methods are
examined. The first method is based on application of the
Radon transform. The second method decomposes the data
into cylindrical harmonics. Both methods aim to transform
the array data set from the “data space” to a “model space”
in such a way that interfering events in the data space appear
as distinct points in the model space. By this way, it will be
easy to identify different events and separate them from each
other. The last important step before the actual auralization
is the reproduction of the separated events in data space, re-
quiring a correct inverse transformation from model space to
data space.

2. 3DINFORMATION IN CIRCULAR ARRAY DATA

The coordinates, variables, and geometry used in the follow-
ing are specified in Figure 1. A circular microphone array
with radius R is positioned in the horizontal (x, y) plane.
Plane waves are considered incident on the array with az-
imuth angle ¢ and elevation angle 6 (in degrees). Azimuth
angle ¢ is relative to some reference point, chosen here (x =
—R, y = 0,z = 0). Elevation angle 0 is relative to the hor-
izontal (x, y) plane. A microphone position on the array is
specified by an angle a, also given in degrees relative to the
reference point.

R’ = Rcos (0)

FIGURE 2: Geometry of plane waves incident on a circular array in
the horizontal plane.
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FIGURE 3: Arrival times as a function of microphone position on a
circular array for three plane waves with (a) ¢ = 0°,60 = 0°, 7 =
10 milliseconds, (b) ¢ = 40°, 8 = 30°, 7 = 13 milliseconds, and
¢ =90°, 0 = 70°, 7 = 16 milliseconds (c) for an array with radius
R=1m.

If a plane wave travels in the horizontal plane, that is,
with elevation angle 6 = 0°, and azimuth angle ¢ = 0°, it
first arrives at microphone position « = 0°, see Figure 2. The
arrival times of the wave on the circular microphone array
as a function of microphone position a are described by a
cosine-shaped curve:! the “maximum” is found for a = 0°,
the “minimum” for « = +180°, and the “zero value” for
a = *90°. In the following, the “average” arrival time at
which the center of the array is reached is called the inter-
cept time, denoted as 7. The geometrical amplitude of the
cosine-shaped arrival time curve is R/c, where ¢ represents
the sound velocity. The arrival time curve for this wave is
shown in Figure 3(a).

When a plane wave arrives at the array under a nonzero
elevation angle 6 and azimuth angle ¢ = 0°, it again arrives

! For an arbitrary signal, “arrival time” should be more precisely defined. In
the simulations and measurements considered in this paper, short broad-
band signals have been used which, in this context, can be considered as
Dirac pulses with well-defined arrival times with respect to their time of
generation ¢ = 0.
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first at « = 0° and last at « = +180°. The arrival time
curve is still cosine-shaped, but now its geometrical ampli-
tude with respect to the intercept time decreases to R'/c with
R’ = Rcos0 as illustrated in Figure 2. The arrival time dif-
ferences between &« = 0° and « = £90°, and &« = 0° and
a = =£180° are now reduced to R'/c and 2R'/c, respectively.
When, as extreme case, a plane wave arrives at the horizon-
tal array with vertical incidence (6 = 90°), it reaches all mi-
crophones at the same time and the arrival time curve is a
straight line. It can be concluded that the geometrical am-
plitudes of the arrival time curves in impulse response data
measured along a circular array in the horizontal plane con-
tain information about the elevation angles of incidence of
the plane wave components. However, due to the symmetry
of the setup with respect to the horizontal plane, it is not pos-
sible to distinguish between plane waves arriving from below
or from above the array. Since ceiling reflections always ar-
rive from above, the range of interest for the elevation angle
0 is restricted to 0° < 6 < 90°.

Variation of the azimuth angle of incidence ¢ of the plane
wave leads to a spatial phase shift of the cosine-shaped curve:
the first arrival at the array will occur for a nonzero micro-
phone position a. The general expression of the arrival time
curves is

0s 0

te,9,0) =1 — Re cos(p — a). (1)
In the present work, a circular array using outward point-
ing cardioid microphones has been used for simulations and
measurements, as is usually done now in array-based room
acoustics analysis [4]. Therefore, the strength S of the signal
received at a microphone position « is weighted by a factor
according to the cardioid characteristics of the microphones,
depending on the angles ¢ and 6 of the incident plane wave:

S(a, 9,0) = % [1+ cos(p — a) cos(6)], (2)

where P, represents the pressure of the incident plane wave.

A simulation of the arrival time curves of three plane
waves with elevation angles 6 = 0°, 30°, and 70° is shown
in Figure 3. The waves reach the array with azimuth angles
¢ = 0°,40°, and 90°, respectively.

For waves traveling in the horizontal plane, the strength
of the signal at microphone positions @ = ¢ + 180°, that
is, the “rear” of the array for that particular wave, tends to-
wards zero (see curve a in Figure 3(a)). The decrease in signal
strength is less for elevated plane waves, as shown in curves
b and c. For waves with vertical incidence (8 = 90°), the
strength of the recorded signal corresponds to half the pres-
sure of the incident plane wave at all microphone positions,
as s easily seen from (2).

3. SEPARATION AND RECONSTRUCTION

In the previous section, it was shown that the arrival time
curves of plane waves in 2D array data contain 3D informa-
tion. This information will be used to identify first-order ceil-
ing reflections in circular array data sets measured in a con-
cert hall, using the realistic assumption that such reflections
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FiGure 4: Multitrace impulse responses measured in the Frits
Philips Concert Hall, Eindhoven, The Netherlands.

can be considered to be plane waves at the array position.
Parts of such a data set, containing reflected waves arriving
within 100 milliseconds and 114 milliseconds after genera-
tion of the impulsive test signal, are shown in Figure 4. The
sound pressure of the reflected waves, measured with an out-
ward pointing cardioid microphone traveling along a hori-
zontal circle with a radius of 1 meter, is given as a function of
travel time ¢ (vertical axis (ms)) and microphone position «
(horizontal axis, in degrees). This domain is called the data
space. It is seen that the cosine-shaped curves representing
the individual wave field components strongly interfere.

In order to make the identification of the ceiling reflec-
tion easier, the data is transformed to a model space, where
each wave component is represented by a well-resolved event.
After identification, the ceiling reflection is separated from
the other components by filtering. Then it is reconstructed
in the data space by inverse transformation, in a format that
can be applied to drive the ceiling array of the loudspeaker
configuration in the WFS reproduction room.

In the following, two methods will be investigated that
might be applied in the above procedure: application of the
Radon transform, and decomposition of the data into cylin-
drical harmonics, and from there, into plane waves.

4. THE RADON TRANSFORM
4.1. Identification

The Radon transform is widely used, especially in the field
of seismic exploration, to detect components with a specific
shape in complex 2D data sets [8, 9]. Data (in the present
context: sound pressure data) are integrated along curves
with that shape. When strong amplitudes are present along
a certain curve, the integration will yield a high value, thus
detecting that component and its position in the data space.
The high integration value can be represented as a point in
a 2D model space where the position parameters of the in-
tegration curve are the coordinates. Most integration curves
can be written in the form

t=1+pf(a), (3)
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where t is travel time, 7 is the intercept time, that is, the time
at which the center of the array is reached, f(«) is the func-
tion of the angular microphone position that defines the ba-
sic shape of the integration curve, and p is some slope or
scaling parameter; the shape of the curve is fully specified by
the product p f («).

The Radon transform is usually given in terms of a for-
ward transform from the data space d(a,t) to the model
space m(p, 7) and the adjoint transform mapping from the
model to the data space. These operators are not unitary in
general. Therefore, the adjoint transform does not result in
a perfect inversion of the forward transform: the successive
application of the forward transform and its adjoint will not
yield the original data in general. It is nevertheless possible to
calculate an approximate inversion of either the forward or
the adjoint transform. In the present work, the adjoint trans-
form is chosen to be inverted. We therefore denote the re-
sult of the forward transform as approximation of the model
space m(p, 7). In the final implementation, the simple for-
ward transform is replaced by an inversion scheme, details of
which are given further below.

The forward Radon transform describes a mapping from
the data space d(a, t) to the model space m(p, 7):

w(p,) = f dat =1+ pfla)da.  (42)

The adjoint transformation is given by

00

d(a, 1) = J _m(pr=t-pf@)dp.  (4b)

If, as in the context of this paper, the integration curves are
time-invariant, the Radon transform can also be performed
in the frequency domain, which appears to be faster than
time-domain processing:

M(p,w) = J D(a, w)e!*P/ @ dg, (5a)

D(a,w) = JOO M(p,w)e’j“’f’f("‘)dp. (5b)

In the context of seismic exploration, the integration curves
usually have the form of straight lines, parabolae or hyper-
bolae. In the present context, the wave components to be de-
tected are found at curves in the data space which are shaped
according to (1). We apply the transform for distinct values
of the angle 6. Therefore, we obtain a Radon transform pair
Dj(a,w), M; (¢, w) for each chosen elevation angle ;. We
denote the effective radius of the array for the particular an-
gle 0 as R; = cos0;.
Inserting (1) in (5a), (5b) then leads to

]T/fj(q),w) = J Dj(oc,w)e’jw(Rf/“)COS(‘/””doc, (6a)

Dj(oc, w) = J Mj((p’w)ejw(Rj/C) cos((P*a)d(p. (6b)

These equations can be written in discretized form as

No
Mj((Pm’ w) _ Z D] (06,‘, w)e—jw(Rj/c) cos(q)m—m)) (73.)
i=0
Ny
Dj (i, w) = > M;(@m, w)e/ R/ coston=a), (7b)
m=0

or in vector/matrix form as

l"flj = Ldj, (8a)
d; = "m,. (8b)

In order to optimize the correspondence between the re-
sult of the “inverse” Radon transform and the original data
space, in the present work (8a) has been replaced by a high-
resolution Radon transform as proposed by Sacchi and Ul-
rych [10]. This method employs a sparseness constraint on
the model domain and uses a conjugate gradient algorithm
in order to perform an approximate inversion of (8b) and
to optimize the solution iteratively. By inverse Fourier trans-
formation, the results of (8a), (8b) are brought back to the
model space m;(¢, 7) and the data space d;(a, t), respectively.

As the Radon transform performs a summation along the
curves in the data space, azimuthal strength information is
lost in the model space. It is nevertheless possible to account
for the angle-dependent signal strength due to the usage of
cardioid microphones, by extension of the Radon transform
presented above.

By integrating (2), it can easily be verified that the result
of an integration of cardioid microphone signals along a cir-
cle is independent of the azimuth and elevation angle of an
incident plane wave:

1 (" Py Py
5 Jo 5 [1+cos(p — a)cos(0)|da = 5 9)
The usage of cardioid microphones leads to a weighting of
the model space by a factor 0.5. It is therefore sufficient to in-
clude the cardioid model when transforming from the model
to the data space:

Ny

Z [1+cos(@m — a;) cos (60;) ]

m=0

XM] ((Pma (U)ejw(Rj/c) cos(q)m,m).

Dj(oci,w) = (10)

Using a sparse inversion of (10) and a subsequent inverse
Fourier transform, #1;(¢,, T) has been calculated for the sim-
ulated data set of Figure 3, for three discrete values of the el-
evation angle: 0°, 30°, 70°—corresponding to the elevation
angles of incidence for the three waves in the data set. In ad-
dition, the transformation to the model space has been calcu-
lated for an elevation angle of 50°. Figure 5 shows the result.
For each elevation angle considered, a 2D model space frame
with (¢, 7) coordinates is given.

In the frames corresponding to plane waves with eleva-
tion angles actually present in the data set, the wave com-
ponents with elevation angles 6 = 0°, 30°, and 70° can be
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FIGURE 5: Result of Radon transform application to the simulated data of Figure 3. Model space frames are shown for elevation angles (a)
0 = 0°, (b) 30°, (¢) 50°, and (d) 70°. The representations of the three waves in the data set are marked with circles in the corresponding

elevation angle frames.

found as well-resolved events, as expected (see circles). How-
ever, when considered in more detail, the events appear to
be extended, due to the imperfect inversion of the Radon
transform. Therefore, there is some “cross-talk” between the
frames of the model space: in frames not corresponding to
wave fronts in the data set, energy from other waves appears
as cross- or bowtie-shaped shadows. In the frame for 8 = 50°
(Figure 5(c)), only such shadows are present.

4.2. Separation and reconstruction

The wave component with an elevation angle 6 = 70° could
be a first-order ceiling reflection. Therefore, it was attempted
to separate this component from the model space and recon-
struct it in the data space.

Figure 6 shows the model space frame for 6 = 70°
(Figure 5(d)), zoomed in on the event representing the wave
to be reconstructed. The cross-shaped extension of the repre-
sentation is clearly seen. Top right, a “tail” of the representa-
tion of the wave with 8 = 30° is seen. Note that in the model
space of a data set measured in a concert hall, many such rep-
resentations interfere in such a way that even in that space,
full separation of the individual waves is impossible. There-
fore, a filtering window has to be chosen that will provide
a compromise between loosing energy belonging to the se-
lected wave component and including energy of other com-
ponents and noise.
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FiGure 6: The model space frame for 8 = 70° (see Figure 5(d)),
zoomed in on the representation of the wave incident under that el-
evation angle. Three filter windows shown are used for the selection
of data for reconstruction in the data space.

As a first attempt, the rectangular window indicated as
“b” in Figure 6 was chosen to select the data for inverse
transformation to the data space. The reconstruction result
is given in Figure 7(b). It clearly resembles the correspond-
ing wave response in the original data set (see Figure 7(a)),
although subtraction of the reconstructed wave component
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FIGURE 7: (a) The simulated input data set, (b) the reconstructed response of the wave with elevation angle 8 = 70°, and (c) the result of

subtracting the reconstructed response from the original data.
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FIGURE 8: Results of subtracting the reconstructed response of the wave with elevation angle & = 70° from the data set of Figure 3, after
selecting the data in the model space using filter windows “a,” “b,” and “c” (indicated in Figure 6), respectively.

from the original dataset does not yield perfect removal of
the wave front (Figure 7(c)). This is mainly due to the imper-
fect inversion of the Radon transform and the loss in energy
caused by the filtering window.

Two other filtering windows have been applied, indicated
with “a” and “c” in Figure 6. Subtraction of the reconstructed
response from the original data yields the data sets shown in
Figures 8(a) and 8(c), respectively. In comparison with the
results of window “b” (see Figure 8(b)), the smaller window
“a” leaves some parts of the response uncompensated. The
application of the bigger window “c” results in better sup-
pression of the wave front, but also introduces some artifacts.

It can be concluded that the Radon transform method,
at least for simple simulated data sets, allows us to perform
the desired identification, separation, and reconstruction of
nonhorizontal components in impulse responses measured

along a circular array of cardioid microphones in the hor-
izontal plane. A more systematic study of the optimization
of the filtering windows for the selection of model space data
for reconstruction, including tapering and shaping according
to the data configuration, could further improve the perfor-
mance of the method.

5. CYLINDRICAL HARMONICS

Hulsebos et al. [4] have shown how a wave field can be de-
composed into cylindrical harmonics,

oL (1,9, ) = HY) (kr)els?, (11a)
0 (r, 9, 0) = HY (kr)eltss (11b)
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represent the pressure fields of the incoming and outgoing
cylindrical harmonics, respectively. H ,ii) (kr)and H, ,ij) (kr) are
Hankel functions of the first and second kinds, respectively;
k is the wave number. k,, is an integer indicating the order of
the cylindrical harmonic. It can be seen as an angular wave
number, forming a Fourier pair with the azimuthal angle ¢.
Each cylindrical harmonic is the multiplication of a Han-
kel function with an orthogonal angular directivity function.

The sound field of a monopole corresponds to k, = 0; a

dipole field is obtained by taking a linear combination of o

and 50(12).

In [4], it is shown that after a double Fourier transform to
the angular wave number and frequency domains, the mea-
sured data can be expressed in terms of the pressure P and
the normal velocity V), (i.e., the component perpendicular
to the array) as

P(kgy, w, R)
1 ) > @ (12a)
= Q" (ky, ) Hy ' (kR) + Q) (ky, ) H. (KR),
jpcVau(ky, w,R)
(12b)

= Q" (ky» @) Hi” (kR) + Q (ky» ) HY' (kR),

where R is the array radius, and H (" and H®" are the deriva-
tives of the Hankel functions with respect to kR. Q") and Q®
are the expansion coefficients of the incoming and outgoing
wave fields in terms of cylindrical harmonics, which can be
found from (12a), (12b), if P and V, are known on the array.
If there are no sources located inside the array, the incoming
and outgoing fields must be equal and it is possible to define
a single set of expansion coefficients:

(QV(kpw) + QP (kg w)).  (13)

N | —

Q(kgvr w) =

It is well known that the characteristics of a cardioid mi-
crophone can be obtained by combining a pressure-sensitive
monopole microphone and a velocity-sensitive dipole micro-
phone [11]:

S(kg,w,R) = = (P(ky,w,R) + jpcVy,(ky,w,R)).  (14)

N[ —

Equations (12a) and (12b) can therefore be rewritten as

S(ky, w,R)
= Q(ky, ) [H) (kR)+H,? (kR) — jH{ (kR)— jH (kR)].
(15)

The decomposition described above is only correct for waves
propagating in the horizontal plane, that is, for elevation
angle 0 = 0°. From Figure 2, it follows that a plane wave
with nonzero elevation “sees” a smaller circular array, with
radius R; = Rcosf;. In order to determine the expan-
sion coefficients and perform the plane wave decomposi-
tion, R; should be inserted in (15) instead of R. Further-
more, the array receives only a projection of the normal ve-
locity V;; = V, cos0;. Again, the transformation is carried

out only for specific values of 6;. In order to account for plane
waves which are not propagating in the horizontal plane, (15)
therefore has to be rewritten as

Sj (kq,,a),Rj)

1 .
E(P(kq,,w,Rj) + jpccos (0;) Vu(ky, w, Rj))

Q; (ky, ) [Hy (kR;) + H (KR))

— jcos (6;) (H." (kR;) + H( (kR;))].
(16)

Once the expansion coefficients have been found, the wave
field can be calculated for each value of the radial coordi-
nate 7. It can be shown [4] that in a far-field approximation,
the plane wave decomposition of the incoming and outgoing
sound fields in terms of cylindrical harmonics is given by

(@) = 2 3 () Q (k). (17)
k?’

In the ideal case, a plane wave incident with a certain azimuth
angle should appear as a point after decomposition in the
model space if the elevation angle is chosen correctly for that
particular wave. After separation, the reconstruction in the
data space can simply be performed using (16) and (17) in
reverse order.

To test this method, the simulated data set of Figure 3
was used again. As earlier for the Radon transform method,
model space frames were constructed for elevation angles
6 = 0°,30°,50°, and 70°, shown in Figure 9. Again, the three
waves are represented by well-resolved “points” in the corre-
sponding frames, whereas the frame for 6 = 50° only shows
low-energy artifacts and noise. As before, the wave with ele-
vation angle 6 = 70°, representative for a ceiling reflection, is
selected for separation and reconstruction.

Figure 10 shows a zoomed-in picture of its model space
representation. In comparison with the Radon transform
equivalent, Figure 6, a similar cross-shaped extension pattern
of the “point” is seen, but now with lower energy. The same
filtering windows “a,” “b,” and “c” as in Figure 6 have been
chosen to select the data for reconstruction. Subtraction of
the reconstructed responses from the original data set yields
the results shown in Figures 11(a), 11(b), and 11(c) for the
three windows, respectively. In all cases, the “ceiling reflec-
tion” response is reconstructed such that it can be removed
almost completely from the data. The best results are now ob-
tained for the larger windows “b” and “c.” Also here, a more
systematic study on window optimization has to be carried
out before real conclusions on the influence of its choice can
be drawn.

It can be concluded that also the plane wave decomposi-
tion by means of cylindrical harmonics allows us to identify,
separate, and reconstruct elevated components in impulse
responses measured along a circular array in the horizontal
plane, in a satisfactory manner.
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(a) 8 = 0°, (b) 30°, (c) 50°, and (d) 70°. The representations of the three waves in the data set are marked with circles in the corresponding

elevation angle frames.
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FiGure 10: The model space frame for 8 = 70° (see Figure 9(d)),
zoomed in on the representation of the wave incident under that el-
evation angle. Three filter windows are shown used for the selection
of data for reconstruction in the data space.

6. APPLICATION TO MEASURED DATA

Both methods discussed above have been applied to the data
set measured in the Frits Philips Concert Hall in Eindhoven,
The Netherlands, shown in Figure 4. Figure 12(a) shows the
measured data set, containing the first-order ceiling reflec-
tion around ¢t = 110 milliseconds.

Note that since the signal source was positioned at the
stage center, the azimuth angle of incidence of the ceiling re-

flection is ¢ = 0°. Figure 12(b) shows the ceiling reflection
response after identification, separation, and reconstruction
using the Radon transform method for an elevation angle
0 = 70°. The result of subtracting the isolated ceiling reflec-
tion from the original data set is shown in Figure 12(c). The
selected ceiling reflection is not sufficiently damped as can
be seen from the remaining artifacts indicated by the arrow
in Figure 12(c). This is mainly due to the imperfect inversion
that is inherent to the Radon transform.

In Figure 13, similar results are presented for the cylin-
drical harmonic decomposition method. Figure 13(a) shows
the measured input data, Figure 13(b) shows the response
of the ceiling reflection after identification, separation, and
reconstruction using the cylindrical harmonic decomposi-
tion method. The extracted ceiling reflection is about 5dB
stronger than in the Radon case. Therefore, better suppres-
sion can be achieved after subtraction from the original
data set. The region indicated by the arrow in Figure 13(c)
exhibits fewer artifacts than the corresponding region in
Figure 12(c).

It can be concluded that both methods are able to iden-
tify, separate, and reconstruct specific reflections from a data
set measured along a circular array in the horizontal plane.

7. CONCLUSIONS

In multitrace impulse responses measured in a hall, using
a circular array with cardioid microphones in the horizon-
tal plane, plane wave data appear on cosine-shaped arrival
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FIGURE 11: Results of subtracting the reconstructed response of the wave with elevation angle § = 70° from the data set of Figure 3, after
selecting the data in the model space using filter windows “a,” “b,” and “c” (indicated in Figure 10), respectively.
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FIGURE 12: (a) Detail of the measured data set of Figure 4, (b) reconstruction of the response of the first-order ceiling reflection using the
Radon transform method, (c) the result of subtracting (b) from (a).
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harmonics decomposition method, (c) the result of subtracting (b) from (a).
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time curves. The geometrical amplitude of the cosine is de-
termined by the elevation angle under which the wave arrives
at the array. The strength of the recorded signal at a certain
position on the array is determined by both the azimuth and
elevation angles of the incident wave.

By this way, a 2D array recording contains 3D informa-
tion, which can be used to identify, separate, and reconstruct
first-order ceiling reflections from the data for further pro-
cessing in 3D auralization by wave field synthesis.

Two methods have been investigated for this purpose: ap-
plication of a 2D Radon transform to the impulse response
data, and decomposition of the data into cylindrical harmon-
ics and from there into plane waves. Both methods trans-
form the data to a so-called model space where the individual
wave components are well resolved. Here, the relevant com-
ponents are separated by filtering and are reconstructed in
the data space by inverse transformation.

Both methods appear to be able to provide useful results.
However, the cylindrical harmonics decomposition method
outperforms the Radon transform due to the fact that the
inversion of the Radon transform is only approximate.

Since the filtering windows used to separate the relevant
data from the model space should have a significant influence
on the performance of both methods, they should be further
optimized.
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