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A theoretical model is developed to describe the interferometric coherency between pairs of SAR images of rough soil surfaces.
The model is derived using a dyadic form for surface reflectivity in the Kirchhoff approximation. This permits the combination
of Kirchhoff theory and spotlight synthetic aperture radar (SAR) image formation theory. The resulting model is used to describe
the interferometric coherency between pairs of SAR images of rough soil surfaces. The theoretical model is applied to SAR images
formed before and after surface changes observed by a repeat-pass SAR system. The change in surface associated with a tyre
track following vehicle passage is modelled and SAR coherency estimates are obtained. Predicted coherency distributions for both
the change and no-change scenarios are used to estimate receiver operator curves for the detection of the changes using a high-
resolution, X-band SAR system.
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1. INTRODUCTION

Coherent change detection (CCD) using synthetic aperture
radar (SAR) images from repeated apertures is an interfer-
ometric SAR technique and an increasingly important and
rapidly developing area of research [1, 2, 3]. CCD techniques
may be used to detect scene disturbances that occur between
repeated SAR observations, which would otherwise remain
undetected by incoherent change detection techniques. This
is because CCD techniques are sensitive to the change in in-
terferometric phase associated with scene changes, and not
simply the change in backscatter intensity.

In order to predict the utility of future SAR systems de-
signed to exploit interferometric coherence, it is necessary to
understand the dependence of coherence upon both scene
characteristics and imaging parameters. In practice, natural
weathering processes, such as sun, wind, and rain, will in-
duce change in a scene between observations, resulting in loss
of coherence, and these processes must also be understood.

This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work is properly cited.

Indeed, it has been observed that even at short time inter-
vals coherence at X-band can be substantially destroyed by
plant motion over densely vegetated areas [4]. On the other
hand, under benign conditions, high coherence has been ob-
served to persist for several days over rough surfaces. Shorter
vegetation is less prone to wind-induced motion, and can
be crushed by the passage of vehicles [3]. The detection of
change under such conditions deserves careful consideration.
Thus, at X-band, at least SAR CCD is likely to be most use-
ful over sparsely vegetated or bare soil surfaces, in particu-
lar, where these surfaces are in clear view to the radar, which
is most likely to mean a weathered, artificial surface, rather
than a natural surface. Thus, change detection at X-band for
bare, rough surfaces is also important and is considered here.

We report a theoretical approach designed to model the
detection of changes in soil surfaces. The theory incorporates
both a physical model for surface scattering (Kirchhoff the-
ory, see, e.g., [5, 6, 7]) and a model for spotlight SAR sig-
nal processing [8, 9]. We derive a dyadic form for surface re-
flectivity in the Kirchhoff approximation. Using this dyadic
reflectivity, a direct, rigorous connection is drawn between
spotlight SAR pixel values and surface reflectivity in the tan-
gent plane approximation.

mailto:mark.williams@dsto.defence.gov.au
mailto:mark.preiss@dsto.defence.gov.au


3244 EURASIP Journal on Applied Signal Processing

The expression for SAR pixel values is then used to obtain
another for coherency between SAR images. Coherency is ex-
pressed in a manner similar to that of Zebker and Villasenor
[10], but extends that work by incorporating a determinis-
tic, physical theory of surface scattering rather than a statis-
tical model of surface reflectivity correlation. This extension
permits the theoretical study of the dependence of coherency
upon physical surface change. The theoretical model reveals
that coherence between images formed from separate aper-
tures may depend not only upon scene change, but also upon
the spatial correlation in reflectivity of the imaged surface, in
addition to the separation of the apertures in k-space.

The current trend in high-frequency (X-band) airborne
and spaceborne SAR systems is towards ever-increasing res-
olution [11, 12]. Submetre resolution is now commonplace
and future developments will no doubt see improvements in
resolution towards the diffraction limit. We demonstrate the
utility of the theoretical model by performing numerical cal-
culations designed to predict the performance of a very-high-
resolution SAR system capable of generating 0.15m resolu-
tion spotlight SAR imagery. Modelled scene changes are ap-
propriate for tyre tracks generated by the passage of a vehicle
across a rough soil surface. The sensitivity of the very-high-
resolution SAR CCD instrument is determined by calculat-
ing the distribution of coherence in both change and no-
change scenarios. Coherence distributions are used to esti-
mate receiver operator curves (ROCs) for different levels of
change.

In the following section, we describe the derivation of
the dyadic surface reflectivity in the Kirchhoff approxima-
tion, and the combination of surface scattering theory with
spotlight SAR imaging theory to obtain estimates of coher-
ence for SAR images of rough surfaces. We then proceed to
describe calculations designed to assess the performance of a
very-high-resolution SAR CCD instrument. Results of these
calculations are discussed in the next section, and finally we
comment on both the utility of the model and on the use of
future SAR CCD systems.

2. SURFACE SCATTERING, SPOTLIGHT SAR,
AND SAR CCD: THEORY

2.1. Surface reflectivity and the received signal
We consider spotlight SAR images formed using repeated
transmission of a radar pulse described by

p(t̂ ) =
∫
P(ω) exp(−iωt̂ )dω. (1)

In (1), t̂ = t−nT is the so-called “fast” time after pulse trans-
mission of the nth pulse at time nT [8, 9] (the leading phase of
the nth pulse has been omitted). The received signal at along-
track “slow” time u,

s(u, t̂ )

=
∫ +∞

−∞
P(ω)

∫
Γ
F(ω, s,u) exp

(
iωτ(u, s)

)
dΓ exp(−iωt̂ )dω

(2)

h(x, y)

dA = dxdy

dΓ =
[
1 +

(
∂h

∂x

)2
+
(
∂h

∂y

)2]1/2
dA

Figure 1: Integration over the imaging plane.

is used to form the image. Equation (2) defines the polari-
metric, reflectivity density function F(ω, s,u) measured dur-
ing the SAR observation. In repeat-pass SAR CCD, a pair
of images is formed and on each occasion an observation is
made of the reflectivity function: changes to the scene result
in changes to this function upon which the coherency be-
tween images will depend.

In (2), s = {x, y,h(x, y)} is a point on a real, rough sur-
face of integration, and dΓ is a differential element of Γ; the
illuminated area of that surface (see Figure 1). The time delay

τ(u, s) = 2
∣∣r(u)− s

∣∣
c

(3)

(c is the speed of light) is the signal travel time between an-
tenna phase centre position r(u) and the surface point s in
the so-called “stop-start” approximation [8, 9]. For simplic-
ity, the effects of antenna and range gains have been incorpo-
rated into the reflectivity density.

For a narrow bandwidth system, the surface reflectivity is
assumed constant at the centre frequency, ωo = c/ko, and the
received signal in (2) is approximated by

s(u, t̂ ) =
∫
Γ
F
(
ωo, s,u

)
p
(
t̂ − τ(u, s)

)
dΓ. (4)

In (4), each elemental area of surface reflects back the orig-
inal pulse with delay τ(u, s) and polarimetric amplitude
F(ωo, s,u)dΓ. Taking a flat plane of integration [13] (rather
than the undulating, rough surface, Figure 1) and remaining
in the narrow bandwidth approximation,

s(u, t̂ ) =
∫∫

S
Φ
(
ωo, x, y,u

)
p
(
t̂ − τ(x, y,u)

)
dx dy, (5a)

Φ
(
ωo, x, y,u

) = F
(
ωo, s,u

)[
1 +

(
∂h

∂x

)2
+
(
∂h

∂y

)2]1/2

. (5b)

Given a suitable expression for the reflectivity density
F(ω, s,u), (5) is in a form suitable for considering in the po-
lar format algorithm (PFA) [8, 9].

2.2. Surface reflectivity in the Kirchhoff approximation

Following the application of Green’s dyadic theorem [5, 6, 7],
the harmonic scattered field at a single frequency ωo may be
written as a surface integral involving surface fields and the
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free-space dyadic Green’s function G:

Es(r) =
∫
Γ

[
n̂(s)×∇× E(s)

] ·G(s, r)
+
[
n̂(s)× E(s)

] · ∇ ×G(s, r)dΓ,

(6)

where E(s) is the field at the surface and n̂(s) is the outward
unit vector normal to the surface at s. Writing for the pulse
spectrum in (2), P(ω) = Pδ(ω − ωo) yields the harmonic
received signal

s(u, t̂ ) = exp
(−iωot̂

) ∫
Γ
PF
(
ωo, s,u

)
exp

(
iωoτ(u, s)

)
dΓ (7)

and making explicit the range attenuation in the reverse di-
rection in the (hitherto hidden) antenna gain function,

s(u, t̂ )

=exp
(− iωot̂

) ∫
Γ

[
PF
(
ωo, s,u

)exp (i2ko∣∣r(u)− s
∣∣)∣∣r(u)− s

∣∣
]
dΓ.

(8)

Comparison of (6) with (8) reveals that

exp
(
i2ko|r− s|)
|r− s| F

(
ωo, s,u

) · Ei
= [n̂(s)×∇× E(s)

] ·G(s, r)
+
[
n̂(s)× E(s)

] · ∇ ×G(s, r).

(9)

In (9), Ei, the incident field strength at the surface, contains
the range attenuation from transmitter to surface point, and
the harmonic term has been omitted, as it has been in (6).
To make use of (9), the tangent plane approximation is em-
ployed. We cast (6) in a more familiar form [6, (4.12)]:

Es(r) = iko
exp

(
ikor

)
4πr

[
ĥsĥs + v̂sv̂s

]
×
∫
Γ
η
[
n̂×H(s)

]
+
[
k̂s × n̂× E(s)

]
exp

(− ikok̂s · s
)
dΓ.

(10)

Consideration of (6), (9), and (10) reveals the connection be-
tween the Kirchhoff surface reflectivity density and the sur-
face tangential fields to be

F
(
ko, s, r

) · Ei
= iko

4π

[
I − k̂sk̂s

] · {η[n̂×H(s)
]
+
[
k̂s × n̂× E(s)

]}
.

(11)

The surface tangential fields in the Kirchhoff approximation
[5, 6, 7] are (in this notation)

n̂× E(s) =
{(
1 + Rh

)(
n̂× ĥil

)
ĥil

− (1− Rv
)(
n̂ · k̂i

)
ĥilv̂il

}
· Ei exp

(
iki · s

)
,

(12)

−η[n̂×H(s)
] = {(1 + Rv

)(
n̂× ĥil

)
v̂il

+
(
1− Rh

)(
n̂ · k̂i

)
ĥilĥil

}
· Ei exp

(
iki · s

)
.

(13)

In (12) and (13), the quantities Rh andRv are the local Fresnel
reflection coefficients which depend upon the local incidence
angle, as do the local polarisation vectors ĥil and v̂il. After a
little vector algebra (see Appendix A), it may be shown that

F(k, s, r) ≡ F
(
ω, s,up

)
= iω

2πc

(
n̂(s) · k̂i

(
up
))

×
[
Rh
(
ω, s,up

)
ĥil
(
s,up

)
ĥil
(
s,up

)
−Rv

(
ω, s,up

)
v̂il
(
s,up

)
v̂il
(
s,up

)] ,
(14)

which defines the dyadic surface backscatter reflectivity den-
sity in the tangent plane approximation using local Fresnel
reflection coefficients and polarisation vectors. The deriva-
tion of (14) is reported in detail in Appendix A. Expressing
the tangential surface fields in this way permits the use of (5)
in the polar format algorithm in order to obtain an expres-
sion for spotlight SAR pixel values in the Kirchhoff approxi-
mation.

2.3. Spotlight SAR pixels and coherence
We consider formation of the pth spotlight SAR image using
the polar format algorithm (PFA) and a transmitted linear
FM chirp pulse. A complete discussion of the derivation of
the relationship between spotlight SAR pixel values and sur-
face properties may be found in Appendix B. The description
of SAR image formation using the P f a given in [8, 9] is fol-
lowed for a differential surface element. The signal is then
integrated over the surface. For an unweighted rectangular
aperture in the narrow bandwidth and aperture approxima-
tions (see Appendix B), we find the polarimetric SAR pixel at
r′ = (x′, y′), for incidence angle θp, to be

Ω
p
(r′) =

∫∫
S
Φ

p

(
ωp, r,uop

)
Rp(r, r′)

× exp
(
iφp(r, r′)

)
dx dy,

(15a)

φp(r, r′) = 2kp sin θp

(
r′ − r− ŷphp(r)

tan θp

)
· ŷp, (15b)

Rp = Sinc
[
∆κxp(x′ − x)

]
× Sinc

[
∆κyp

(
y′ − y − h(x, y)

tan θp

)]
,

(15c)
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where uop is the centre of the pth aperture and where ŷp is
a unit vector in the ground range direction. Equation (15)
makes explicit the connection with [10] except that here a
rigorous connection is made between the scattering theory
and the surface reflectivity. In [10], the authors treat Φ

p
as

a stochastic variable on a flat surface with an infinitely nar-
row correlation function; this is not the case in the tangent
plane approximation for random rough surfaces with finite
correlation lengths.

Formal expressions are simplified in the narrow band-
width approximation (NBA) and its use, where appropriate,
is therefore desirable. Validity of the Kirchhoff approxima-
tion is assumed. For good approximation, backscatter reflec-
tivity is linear in frequency and expansion of the reflectivity
about the centre frequency reveals the NBA to be a limit upon
the fractional bandwidth of the SAR system. For a typical X-
band spotlight SAR system capable of moderate resolution,
the fractional bandwidth is of order 5%.

The narrow aperture approximation (NAA) ignores re-
flectivity variation across the aperture. Ignoring dependence
of the antenna gain function upon look direction, reflec-
tivity dependence upon observation angle enters primarily
through the local incidence angle. Variation in the cosine of
local incidence is of order 1% for a typical X-band SAR. At
near normal incidence, this corresponds to a change in lo-
cal incidence of approximately 9 degrees, but only about 1
degree at 45-degree incidence. Reflectivity variation also re-
sults from a change in local polarisation vectors across the
aperture. Combining all reasonable estimates (but neglecting
shadowing), the reflectivity function may vary by approxi-
mately 5% across the synthetic aperture used to form high-
resolution, X-band, spotlight SAR images. This magnitude
of error is close to that expected for the NBA. Note that for
highly conducting surfaces, such as those of man-made ve-
hicles, reflection coefficients display little variation with inci-
dence and can be assumed constant across the aperture.

Returning to the model for SAR pixels (15), the polari-
metric pixel amplitude for the pth observation is

Ωαβp = α̂s ·Ωp
· β̂i, α,β ∈ H ,V. (16)

The definition of complex SAR coherence is

γ
(pq)
αβγδ =

〈
ΩαβpΩ

∗
γδq

〉√〈
ΩαβpΩ

∗
αβp

〉〈
ΩγδqΩ

∗
γδq

〉 , (17)

where angular brackets indicate ensemble averaging. In prac-
tice, coherence estimates are obtained by averaging over a
limited image region. Dropping polarimetric subscripts tem-
porarily for the sake of clarity,

〈
ΩpΩ

∗
q

〉
=
∫∫

S

∫∫
S
Cpq(r, t)e−iκp(r·ŷp)eiκq(t·ŷq)Rp(r)Rq(t)drdt,

(18)

where subscripts denote observation dependent quantities
and the surface reflectivity cross-correlation between obser-
vations p and q is

Cpq(r, t) = lim
A→∞

1
A

∫∫
A

[
Φp(r′ + r)e−iκphp(r

′+r)/ tan θp

×Φ∗
q (r

′ + t)eiκqhq(r
′+t)/ tan θq

]
dr′.
(19)

Clearly, SAR coherence for mismatched apertures depends in
general both upon the difference in system response function
between observations and the cross-correlation in surface re-
flectivity. A short-ranged correlation Cpq(r, t) = Cpqδ(r − t)
yields a coherency

γpq =
Cpq√
CppCqq

∫∫
e−iκp(r·ŷp)eiκq(r·ŷq)Rp(r)Rq(r)dr√∫∫

R2
p(r)dr

∫∫
R2
q(r)dr

(20)

controlled by the mismatch in apertures as discussed in [10].
Alternatively, we may consider a surface reflectivity correla-
tion long ranged in comparison with the SAR resolution. Un-
der such circumstances, the correlation may be considered
constant inside the integral of (18) such that

〈
ΩpΩ

∗
q

〉 = Cpq

∫∫
S
e−iκp(r·ŷp)Rp(r)dr

∫∫
S
eiκq(t·ŷq)Rq(t)dt

(21)

so that

γpq =
〈
ΩpΩ∗

q

〉√〈
ΩpΩ

∗
p
〉〈
ΩqΩ∗

q

〉
= Cpq√

CppCqq

×
∫∫
e−iκp(r·ŷp)Rp(r)dr

∫∫
e−iκq(t·ŷq)Rq(t)dt√[∫∫

e−iκp(r·ŷp)Rp(r)dr
]2[∫∫

e−iκq(t·ŷq)Rq(t)dt
]2

= Cpq√
CppCqq

.

(22)

Such may be the case for highly conducting targets, and
coherence may persist for such targets above that of natu-
ral terrain as aperture differences increase. Comparison of
(20) with (22) reveals that coherence may vary depending
upon surface reflectivity correlation properties, and although
the significance of this effect is yet to be established, it is
likely to have an increasing importance as SAR resolution im-
proves.
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3. SAR COHERENCY CALCULATIONS

In order to calculate expected coherency due to scene chan-
ges, one might attempt to evaluate the correlations (19) for
different types of change and combine with (17) and (18)
to obtain coherence estimates. However, this approach yields
only the mean coherence and not the higher moments of co-
herence: these latter may be defined using increasingly com-
plex expressions, requiring higher-order reflectivity correla-
tions.

In practice, the coherency between SAR images is esti-
mated using a local average in a small window. Each window
is centred on a different location and the scene changes are
displaced with respect to each window. The practical calcu-
lation of coherency estimates naturally yields a distribution
of estimated values as clutter varies throughout the region of
change, even when the change itself is homogeneous.

Thus an alternative approach to coherence calculation is
to mimic the actual process of estimation by returning sim-
ply to (15) and evaluating SAR pixel values for an ensemble
of surfaces drawn from the same distribution. Pixel values
may be calculated for regions of modelled surface prechange
and postchange and used to estimate coherence in a manner
completely analogous to actual practice. This approach has
been adopted in this work.

Using Monte Carlo techniques, an ensemble of surfaces
drawn from a specified distribution has been generated. For
this work a Gaussian-correlated random surface was chosen
with height standard deviation σ of 0.0048m. At X-band,
this corresponds to a wavenumber height standard devia-
tion product kσ of 1.0. The wavenumber correlation length
product kl, defined in accordance with [5], is chosen as 6.02.
These values place the surface within the limit of validity
of the Kirchhoff model as determined by Thorsos and Jack-
son [14]. We note that the surface roughness, whilst possibly
smaller than may be observed for natural rough surfaces, is
appropriate for the type of artificial surface we wish to con-
sider.

A periodic square area 0.81m2 has been simulated in
each instance, with a grid size of 0.003m. The simulation
proceeds by estimating the dyadic reflectivity at each grid
point on the surface, including the effects of geometrical
shadowing. The reflectivity map has been used to evaluate
the SAR pixel values by performing the integration (15a), but
with a Hamming-weighted k-space sample [15] rather than
the unweighted window of (15c).

For each surface pair used to estimate coherence, a grid
of 9 SAR pixels has been used, at 3 dB azimuth and range
resolutions of 0.15m; a pixel separation of 0.3m was chosen
to maximise pixel value independence, whilst maintaining
computational efficiency, the centre wavelength was 0.03m
and soil dielectric permittivity was 15.7 + j4.7.

Coherency estimates have been calculated using the 9-
pixel window to estimate the average in (17) for 1849 surface
pair realisations. At an incidence angle of 39.7 degrees, soil
surface backscattering coefficients were reported as −12.4 dB
(HH), −52.6 dB (HV), and −12.2 dB (VV), in keeping with
values reported in [5] and with observations of bare soil

surfaces at X-band [16]. We note that the copolar surface
brightness is orders of magnitude above the noise equivalent
backscattering coefficient for a typical SAR.

In using the sample coherency as a scene change statis-
tic, a simple threshold test is applied to discriminate between
the areas in the scene subject to change and those that re-
main unchanged. In particular, values of the sample coher-
ence greater than the threshold are considered to be reali-
sations of the unchanged scene hypothesis, while values less
than the threshold are considered to be realisations of the
changed scene hypothesis. In order to assess the utility of the
sample coherence as a change statistic, realistic values of the
scene coherence under the changed and unchanged hypothe-
ses need to be obtained so that the probability of false alarm
and probability of detection may be derived as a function of
the decision threshold.

In a numerical calculation, a repeat observation, with
identical parameters and without change to the surface, will
naturally yield a perfect coherence of one. In reality, a repeat
observation will not yield a perfect coherence, and the ob-
served coherence can be characterised as a product of several
coherency factors,

γ = γsceneγsnrγgeomγreg, (23)

corresponding to the coherency of the scene, and coherency
reduction factors from the radar signal-to-noise ratio, collec-
tion geometry mismatch (i.e., interferometric baseline), and
image registration. The loss of coherency due to variation in
collection geometry is minimised by cropping the frequency
domain components of the repeat-pass signal history data to
a common aperture of support in the desired image forma-
tion plane [17]. Variations in γsnr may beminimised by flying
accurate repeat-pass tracks, achieved using GPS navigation.
The decorrelation due to the image registration process is de-
pendent on the accuracy of the estimates of the image mis-
registration. The misregistration is estimated using a sam-
ple of 1024 pixels to estimate cross-correlation, quantised to
0.0625% of a resolution cell.

Over regions of the scene exhibiting modest coherency
registration, correlation values γreg in excess of 0.99 may be
obtained [18]. In practice, however, differences between the
repeat-pass flight tracks and spatial variations in the misreg-
istration across the scene can degrade the registration ac-
curacy. Given that γsnr, γgeom, and γreg may be maintained
constant or close to unity, the temporal variation in image
coherency given in (23) will track the temporal variation in
scene coherency γscene, albeit at a lower level. In practice, this
lower level is modelled as an equivalent coherency noise, and
observationally this noise level is equivalent to approximately
7.2 dB below the HH backscattering coefficient [1]. Such a
level of effective noise leads to a reduced coherency of

γ = γsceneγsnr eff = γscene
1

1 +
(
σn/σHH

) = 0.84 (24)

for the case of perfect scene coherence. This level of effec-
tive noise has been modelled in the calculations by adding
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Table 1: Estimated and underlying coherency values recovered from simulation. The three columns to the left indicate coherence by po-
larimetric channel for the case of no change in the surface, but an effective coherence “noise” of −7.2 dB in the HH channel. The following
columns indicate coherencies by polarimetric channel for changes corresponding to three types of tyre track: thin, medium, and wide,
described in Table 2.

No change Thin track Medium track Wide track

HH HV VV HH HV VV HH HV VV HH HV VV

Est. 0.84 0.3 0.85 0.7 0.3 0.71 0.65 0.3 0.66 0.56 0.3 0.57

ENL 7 9 8 6 9 6 6 9 6 6 9 6

True 0.83 0.06 0.84 0.68 0.07 0.7 0.62 0.07 0.64 0.5 0.07 0.52

random complex Gaussian scattering values to the calculated
pixel values at the appropriate power level in both of the
repeat-pass images prior to coherency estimation.

It is well known that the sample coherency evaluated over
a finite window is a biased estimator of the true underly-
ing scene coherency [19]. This bias is most evident at low
coherency values. The numerical calculation of the sample
coherence, however, yields a distribution of coherency es-
timates with a theoretical probability distribution function
(PDF) of the form [20]

p(γ̂) = 2(N − 1)
(
1− γ2

)N
γ̂
(
1− γ̂2

)(N−2)
2F1
(
N ,N ; 1; γ2γ̂2

)
,

(25)

where 2F1 is the Gauss hypergeometric function. The PDF is
specified by two parameters; an effective look number (ENL),
N , indicating the number of independent samples in the win-
dow average, and the mean underlying coherency γ.

A number of techniques have been proposed for recover-
ing suitably unbiased estimates of the underlying coherency
and the ENL using the sample coherence estimates. These in-
clude a maximum a posteriori- (MAP-) based estimate origi-
nally proposed by Foster and Guinzy [21], andmore recently,
an estimate based on the statistics of the sample interfero-
metric phase originally derived for the specific case of along-
track interferometry has been proposed [22, 23]. In using the
MAP-based technique, however, difficulties can arise in eval-
uating the hypergoemetric function in (25) especially for the
case of high-coherence repeat-pass pairs.

On the other hand, the technique described in [22, 23]
specifically requires the sample interferometric phase and
modifications to the algorithm are needed to accommodate
an across-track baseline that typically arises in repeat-pass
interferometric imaging. In this paper, an alternative process
of least-squares fitting of the known sample coherency PDF,
given in (25), to the modelled simulated coherency distri-
butions has been employed to recover suitably accurate es-
timates of the underlying coherency and the ENL.

Results for the initial calculation of the no-change sce-
nario are reported in Table 1, and a graph of the distribution
of simulated coherency with least-squares fitted curves ap-
pears in Figure 2.

This calculation creates pairs of SAR pixel values in two
3 by 3 windows. Each pixel has the same underlying scatter-
ing amplitude in each of the two observations, but each has a
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Figure 2: Simulated coherency distributions for the case of “no
change” and the fitted theoretical distribution by polarimetric chan-
nel. Light-shaded curves indicate expected standard deviations in
frequency based on a binomial random process for the number of
samples in a histogram bin.

different realisation of the underlying noise. In fact, this cal-
culation tells us little that could not be otherwise determined.
However, it provides a useful test of the software used in later
calculations and an illustration of the nature of the estima-
tion process. Considering the HH channel first, the estimated
coherence is 0.85, indicating a slight bias against the true
value of 0.84. This value has been recovered by the process
of fitting to the theoretical PDF, which also yields an ENL of
8. This number is less than the actual number of pixels, 9, as a
consequence of the overlap in integration area for neighbour-
ing pixels. There is some correlation between neighbouring
pixel values due to this overlap, albeit rather small since pixel
separations have been chosen at twice the width of the PSF at
half the maximum height in power.

The greater backscattering coefficient of VV over HH
leads to an improved signal-to-noise ratio in VV and hence a
greater coherence in VV estimated at 0.86, again indicating a
slight bias over the true value of 0.85. In the case of cross-
polar returns, the HV or VH backscattering coefficient is
some 27.9 dB below the HH backscattering coefficient. Thus
when noise is added to the HV channel at the same level, it
dominates the HV response. In this case, any correlation be-
tween neighbouring pixels is lost: the ENL is recovered as 9,
and the biased estimated coherence is 0.3, corresponding to
a true coherence of zero, in line with the theoretical model
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Table 2: Parameters describing the tyre track impressions made in the rough surfaces between simulated SAR observations. The edge
distance is the thickness of the region over which the height and roughness return from their suppressed values to the unchanged values.

Track Width (m) Depth (m) Edge (m) Roughness /σ

Thin 0.133 0.0067 0.0083 0.188

Medium 0.2 0.01 0.0125 0.125

Wide 0.3 0.015 0.0188 0.083
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Figure 3: Height profiles recovered at a single range for a single
realisation of the thin, medium, and wide tracks described in the
text.

[20, 21, 22]. In practice, a cross-polar return at this level
would be below the noise level of the radar and would not
carry any information. We will not further consider cross-
polar returns in this work.

Change due to tyre-track impressions has been modelled
by creating a linear depression in each calculated surface. The
depression properties are listed in Table 2. Three tracks have
been modelled with different widths and depths; referred
to as thin, medium, and wide tracks. Track changes have
been modelled with arbitrary directions and displacements
from the SAR pixel centres. In addition, the track change
suppresses surface roughness within the track-changed area:
the wide track reducing roughness the most and the thin
track reducing roughness the least. Figure 3 is used to display
sample height profiles across the track impression, whilst
Figure 4 indicates the PSF-weighted surface reflectivities in
the copolar channels for a single pixel in a single realisation
of the track-changed surface.

It will be observed that changes to height within the
track area, although appearing minor, yield a substantial
change in phase in the returned signal. In addition, reflec-
tivity variance within the track is reduced from that area of
surface external to the track. These effects combine to influ-
ence the SAR pixel values, through (15), for pixels whose sig-
nificant area of integration includes the track-changed area.
This in turn alters the observed coherence, through (17), and
the increasing reduction in coherence with increased change
may be observed in Table 1 and in the plots of recovered and
fitted coherency distributions displayed in Figure 5.

In the case of the HH polarisation, the underlying co-
herency changes from 0.84 in the case of no change to 0.68
for the thin track, 0.62 for the medium track, and 0.50 for the
wide track. For VV, the higher coherency in the no-change
scenario of 0.85 is reduced to 0.70 for the thin track, 0.64
for the medium track, and 0.52 for the wide track. In this

(a)

(b)

Figure 4: Graphic representation of (a) HH and (b) VV surface
reflectivities modulated by the SAR point-spread function used to
calculate SAR pixel values for a single pixel in a single realisation of
the surface with the modelled tyre-track impression: wide track (on
the left), medium track (centre), and thin track (on the right).

scenario, the coherency is almost linear in the track width, al-
though we do not necessarily expect this relationship to per-
sist for wider tracks.

There is clearly a marked difference between the distri-
butions of coherence in the change and no-change cases that
lends itself to exploitation in the detection of change. How-
ever, in the best case of the widest track, there remains a
substantial overlap between the distributions that will tend
to limit the utility of the coherency estimate for change de-
tection. To quantify these ideas, the coherence distributions
have been used to calculate receiver operator curves (ROCs)
for the detection of the track changes using the copolar chan-
nels.

ROCs have been calculated in two ways: the first is by
setting a threshold value of coherence and integrating the no-
change coherency distribution to recover the probability of
false alarm (P f a), whilst integrating the change coherency
distribution to recover the probability of detection (Pd). By
sliding the threshold and plotting Pd against P f a, the ROC
is determined. ROCs calculated in this way are displayed in
Figure 6.
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Figure 5: Coherency estimate histograms for (a), (b) thin track, (c), (d) medium track, and (e), (f) wide track. HH on the left and VV on
the right. (g), (h) The three fitted curves for each polarisation along with the distribution for the case of no change. In the first three rows,
the light curves above and below the dark curve indicate the expected standard deviation.



Physics-Based Predictions for CCD Using X-Band SAR 3251

1E-06 0.00001 0.0001 0.001 0.01 0.1 1
0

0.2

0.4

0.6

0.8

1

P f a

HH
VV
HH-LLS
VV-LLS

P
d

(a)

1E-06 0.00001 0.0001 0.001 0.01 0.1 1
0

0.2

0.4

0.6

0.8

1

P f a

HH
VV
HH-LLS
VV-LLS

P
d

(b)

1E-06 0.00001 0.0001 0.001 0.01 0.1 1
0

0.2

0.4

0.6

0.8

1

P f a

HH
VV
HH-LLS
VV-LLS

P
d

(c)

1E-06 0.00001 0.0001 0.001 0.01 0.1 1
0

0.2

0.4

0.6

0.8

1

P f a (VV-LLS)

Wide track
Medium track
Thin track

P
d
(V

V
-L
LS

)

(d)

Figure 6: ROC curves determined using the coherency distributions recovered for the simulated copolar channels. (a) Thin track and (b)
medium track. (c) Wide track and (d) all tracks in the VV, log-likelihood case.

Figure 6 also shows theoretical ROC curves for a log-
likelihood change statistic [1, 24, 25] that may be evaluated
for the case when the full 2 by 2 sample covariance matrix
describing the interferometric image pair is available for dis-
criminating between the changed and unchanged scenarios.
The log-likelihood change statistic is based on the assump-
tion that the N-pixel region under test in the repeat-pass im-
age pair is described by a complex, circular, jointly Gaussian
random process. It is obtained by forming the likelihood ra-
tio defined as the ratio of the probability that the N pixel
pairs in the local area under test are realisations of the un-
changed hypothesis to the probability that the N pixel pairs
are realisations of the changed hypothesis [24].

In order to specify the probability distributions in the
log-likelihood change, statistic knowledge of the full covari-
ance matrices describing the changed and unchanged hy-
potheses is required. In practice, these are unknown and need
to be estimated from the data in combination with judicious
use of a priori information and assumptions regarding the
nature of the scene and the anticipated scene changes [25].
In evaluating the theoretical ROC curves of Figure 6, esti-
mates of the changed and unchanged scene covariance ma-
trices have been formulated using the underlying coherence
values obtained from the least-squares fitting process. It has

also been assumed that the mean backscatter power of the
scene is the same in both scenarios and that the interfero-
metric phase remains the same. Although these assumptions
are not strictly true (the mean backscatter power is a func-
tion of the surface roughness and the interferometric phase
varies with the terrain topography), they are reasonable for
the modest scene changes considered here and would typi-
cally be made in practice in the absence of other a priori in-
formation. The log-likelihood statistic (LLS) ROC curves of
Figure 6 thus show the theoretical performance that may be
obtained using a 3 by 3 spatial estimation pixel window ap-
plied to the simulated changed and unchanged scenes. The
improvements in detection performance may be attributed
to the use of the complete 2 by 2 covariance matrix describ-
ing the repeat-pass image pair to discriminate between the
changed and unchanged hypotheses [26].

As noted the ROCs reveal that using VV polarisation
to detect the changes in this rough-surface type yields bet-
ter performance than using HH. This result will depend
upon the nature of the surface, wavelength, and imaging ge-
ometry. However, since VV surface backscatter is generally
brighter than HH, the result will often hold true. The im-
provement is most noticeable for the wider tracks and for
the log-likelihood statistic calculation.
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Table 3: Probability of false alarm for a probability of detection of 1 in 10 for the different track changes, polarisation channels, and detection
techniques.

Track P f a (HH) P f a (VV) P f a (HH-LLS) P f a (VV-LLS)

Thin 2.9× 10−3 2.5× 10−3 1.6× 10−3 1.1× 10−3

Medium 1.0× 10−3 7.4× 10−4 1.8× 10−4 7.9× 10−5

Wide 1.8× 10−4 1.2× 10−4 < 1.0× 10−6 < 1.0× 10−6

To demonstrate the utility of SAR CCD for this scenario,
we tabulate the probability of false alarm against change type
in Table 3, where false-alarm rates are reported for a proba-
bility of detection of 1 in 10. This detection rate may appear
low, but tracks are extended features in an image and their
detection does not rely on the detection of each and every
pixel in the track: rather the human operator will naturally
correlate detections distributed along the line of track, even
though the track appears incomplete.

From Table 3, we see that for the thin track, with width
slightly less than a resolution length, the false-alarm rate is
high at approximately 1/400. The medium track has a width
33% greater than the SAR resolution and the false-alarm
rates for the 1 in 10 detection rate are lower at around 1/1000,
depending upon polarisation. The log-likelihood method
yields an improvement to between 1/6000 and 1/12 000. Fi-
nally, the wide track, with a width double that of the SAR
resolution, yields the lowest false-alarm rates of approxi-
mately 1/8000 for the straightforward ROC calculation and
less than 1/1 000 000 for the log-likelihood statistic. Thus
we expect that, in the absence of other changes, tracks of
this dimension will be reliably detected by such a SAR sys-
tem.

To justify this last statement, we compare in Figure 7 the
calculated PDFs for the VV case and the three track sizes
against that observed for real-tyre changes in a rough sur-
face [27]. The reader is referred to [27] for the detailed dis-
cussion of the observation. The observed coherence PDF lies
very close to that of our medium track calculation and cor-
responds to an underlying coherence of 6.3 and an ENL of
5. The background coherence distribution for the rough sur-
face corresponds precisely to the case of no change modelled
here. The observed coherence values from which this distri-
bution has been obtained are also illustrated in the image of
Figure 7. Tyre tracks in this coherence image are clearly vis-
ible to the eye. Thus we conclude with confidence that our
medium-to-wide tyre tracks will be detected by the modelled
SAR CCD system under the prevailing conditions of natural
change between observations.

This last statement contains the most important phrase
for what we have not considered here: the length of the
time interval between observation, and the natural effects of
weathering upon scene coherence. Recent evidence [4] sug-
gests that coherence at the unchanged level supposed in this
calculation, and in the observation, may persist for several
hours, and under benign conditions may remain sufficiently
high for several days. Thus, our inference concerning the
ability to detect changemay be valid at least for several hours.

4. CONCLUSIONS

We have combined a physical model for surface scattering
with a signal processing model for spotlight SAR observa-
tion to derive an expression for SAR coherence from random
rough surfaces. Numerical calculations conducted within the
context of the model have been used to predict the perfor-
mance of a high-resolution, X-band, repeat-pass, spotlight
SAR CCD system. In accordance with observations, ROC
curves calculated using a log-likelihood statistic indicate that
such a system may be used to detect changes associated with
tyre tracks resulting from vehicle passage when those tracks
are wider than the SAR resolution.

APPENDICES

A. DYADIC SURFACE BACKSCATTER REFLECTIVITY
FOR A DIELECTRIC SURFACE IN THE TANGENT
PLANE APPROXIMATION

Given the relationship

F · Ei = ik

4π

[
I − k̂sk̂s

] · {η[n̂×H
]
+
[
k̂s × n̂× E

]}
(A.1)

and the surface tangential fields in the Kirchhoff approxima-
tion [5, 6, 7]

n̂× E={(1+Rh
)(
n̂× ĥi

)
ĥi−

(
1−Rv

)(
n̂ · k̂i

)
ĥiv̂i

}·Ei,
(A.2)

−η[n̂×H]={(1+Rv
)(
n̂× ĥi

)
v̂i+

(
1−Rh

)(
n̂ · k̂i

)
ĥiĥi

}·Ei,
(A.3)

we seek to show that

F = ik

2π

(
n̂ · k̂i

)[
Rhĥiĥi − Rvv̂iv̂i

]
. (A.4)

Define the local polarisation vectors for the incident and re-
flected waves using the local surface outward normal vector
n̂ [6]:

ĥi = k̂i × n̂

|k̂i × n̂|
, ĥr = k̂r × n̂

|k̂r × n̂|
,

v̂i = k̂i × ĥi, v̂r = k̂r × ĥr .

(A.5)
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Figure 7: (a) Comparison of simulated coherence PDFs with that observed for the passage of a vehicle over a surface as reported in [27].
The coherence image from which the observed distribution has been obtained is shown in (b), wherein tyre tracks are clearly discernible by
eye.

Since

k̂r = k̂i − 2n̂
(
k̂i · n̂

)
, (A.6)

we have

ĥr= k̂r × n̂

|k̂r × n̂|
= 1

|k̂r × n̂|
(
k̂i−2n̂

(
k̂i · n̂

))× n̂= k̂i × n̂

|k̂i × n̂|
= ĥi,

(A.7)

v̂r = k̂r × ĥr =
(
k̂i − 2n̂

(
k̂i · n̂

))× ĥi = v̂i − 2
(
k̂i · n̂

)
n̂× ĥi.
(A.8)

The incident electric field may be written as

Ei = Eoâ = Eo
{(
â · ĥi

)
ĥi +

(
â · v̂i

)
v̂i
}
. (A.9)

In order to express the reflectivity in terms of the surface
fields, define a local Fresnel reflection dyadic

R = Rhĥr ĥi + Rvv̂r v̂i, (A.10)

where Rh and Rv are the local Fresnel reflection coefficients.
In the tangent plane approximation, the total field at a point
on the surface is the sum of the incident field and the field
reflected from an infinite plane tangent at that point, that is,

E = Ei + Er =
[
I + R

] · Ei. (A.11)

To derive (A.4), we may work directly from (A.2); to use
(A.3), we must first show that it can be written using (A.11).
We start by noting that for the harmonic wave,

ikηHi = iki × Ei = ikk̂i × Ei,

ikηHr = ikr × Er = ikk̂r ×
(
R · Ei

)
,

(A.12)

so that

η
[
n̂×H

]
= η

[
n̂× (Hi +Hr

)]
= n̂× k̂i × Ei + n̂× k̂r × (R · Ei

)
= k̂i

(
n̂ · Ei

)− Ei
(
n̂ · k̂i

)
+ n̂× k̂r ×

(
R · Ei

)
= [(k̂in̂)− (n̂ · k̂i)I] · Ei + [(k̂r n̂)− (n̂ · k̂r)I] · R · Ei
= [(k̂in̂)− (n̂ · k̂i)I + (k̂r n̂) · R− (n̂ · k̂r)R] · Ei.

(A.13)

To show equivalence between (A.13) and (A.3), we substitute
for the incident field in the second line of (A.13) using (A.9):

η
[
n̂×H

] = n̂× k̂i × Ei + n̂× k̂r ×
(
R · Ei

)
= n̂× k̂i ×

((
â · ĥi

)
ĥi +

(
â · v̂i

)
v̂i
)
+ n̂× k̂r

× ((Rhĥr ĥi + Rvv̂r v̂i
) · ((â · ĥi)ĥi + (â · v̂i)v̂i))

= (â · ĥi)(n̂× k̂i × ĥi
)
+
(
â · v̂i

)(
n̂× k̂i × v̂i

)
+ Rh

(
â · ĥi

)(
n̂× k̂r × ĥr

)
+ Rv

(
â · v̂i

)(
n̂× k̂r × v̂r

)
.

(A.14)

Now

n̂× k̂i × ĥi = k̂i
(
n̂ · ĥi

)− ĥi
(
n̂ · k̂i

) = −ĥi(n̂ · k̂i). (A.15)
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Using this result in (A.14) yields

η
[
n̂×H

]
= −ĥi

(
â · ĥi

)((
n̂ · k̂i

)
+ Rh

(
n̂ · k̂r

))
+
(
â · v̂i

)(
n̂× k̂i × v̂i

)
+ Rv

(
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)(
n̂× k̂r × v̂r

)
= −ĥi

(
â · ĥi

)(
n̂ · k̂i

)(
1− Rh

)
+
(
â · v̂i

)(
n̂× k̂i × v̂i

)
+ Rv

(
â · v̂i

)(
n̂× k̂r × v̂r

)
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(A.16)

Finally, noting that(
n̂× k̂i × v̂i

) = n̂× (k̂i × k̂i × ĥi
)

= n̂× (k̂i(k̂i · ĥi)− ĥi
(
k̂i · k̂i

))
= −n̂× ĥi,

(A.17)

it is clear that (A.16) can be written as

η
[
n̂×H

] = −(1− Rh
)(
n̂ · k̂i

)(
â · ĥi

)
ĥi

− (1 + Rv
)(
â · v̂i

)(
n̂× ĥi

)
.

(A.18)

Thus, (A.13) is equivalent to (A.3) and we may use (A.13)
in place of (A.3) in the derivation of the reflection dyadic.
In fact, it is readily shown that (A.11) may be used to derive
the tangential electric field (A.2) in a similar fashion. From
(A.2), it is clear that

k̂s × n̂× E

= [(1 + Rh
)(
k̂s × n̂× ĥi

)
ĥi

− (1− Rv
)(
n̂ · k̂i

)(
k̂s × ĥi

)
v̂i
] · Ei

= F
E
· Ei,

(A.19)

and from (A.13), we have

η
[
n̂×H

] = [(k̂in̂)− (n̂ · k̂i)I + (k̂r n̂) · R− (n̂ · k̂r)R] · Ei
= F

H
· Ei.

(A.20)

Thus the reflectivity density in the form sought is

F = ik

4π

[
I − k̂sk̂s

] · {F
E
+ F

H

}
= ik

4π

[
I − k̂sk̂s

] · [(1 + Rh
)(
k̂s × n̂× ĥi

)
ĥi

− (1− Rv
)(
n̂ · k̂i

)(
k̂s × ĥi

)
v̂i
]

+
ik

4π

[
I − k̂sk̂s

] · [(k̂in̂)− (n̂ · k̂i)I + (k̂r n̂) · R
− (n̂ · k̂r)R].

(A.21)

To simplify further, note that for backscatter,

(
k̂s × n̂× ĥi

) = ĥi
(
n̂ · k̂i

)
,(

k̂s × ĥi
) = −v̂i, (A.22)

so that

F = ik

4π

(
n̂ · k̂i

)[(
1 + Rh

)
ĥiĥi +

(
1− Rv

)
v̂iv̂i

]
+

ik

4π

[
I − k̂ik̂i

]
· [(k̂in̂)− (n̂ · k̂i)I + (k̂r n̂) · R− (n̂ · k̂r)R].

(A.23)

Expanding inside the final term,

[
I − k̂ik̂i

] · [(k̂in̂)− (n̂ · k̂i)I]
= [(k̂in̂)− (n̂ · k̂i)I − (k̂in̂) + (n̂ · k̂i)k̂ik̂i]
= −(n̂ · k̂i)[I − k̂ik̂i

]
= −(n̂ · k̂i)[ĥiĥi + v̂iv̂i

]
,

(A.24)

so that

F(k, r, r′) = ik

4π

(
n̂ · k̂i
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Rhĥiĥi − Rvv̂iv̂i

]
+

ik

4π

[
I − k̂ik̂i

] · [(k̂r n̂) · R− (n̂ · k̂r)R].
(A.25)

Note from (A.6) that(
n̂ · k̂i

) = −(n̂ · k̂r). (A.26)

Note also from (A.5), (A.8), and (A.10) that

n̂ · R = Rv
(
n̂ · v̂r

)
v̂i = Rv

(
n̂ · v̂i

)
v̂i. (A.27)

Thus expanding the last term in (A.25),

[(
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Therefore, using (A.28),

[
I − k̂ik̂i

] · [(k̂r n̂) · R− (n̂ · k̂r)R]
= −Rv

(
n̂ · k̂i

)
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(
n̂ · k̂i

)
ĥiĥi.

(A.29)
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Combining (A.28) with (A.29) finally yields

F = ik

2π

(
n̂ · k̂i

)[
Rhĥiĥi − Rv v̂iv̂i

]
. (A.30)

It is perhaps worth mentioning that the expression (A.30)
has a level of simplicity rarely encountered in the literature,
and makes quite transparent the dependence of reflectivity
on surface properties in the tangent plane approximation.

B. SPOTLIGHT SAR AND THE POLAR
FORMAT ALGORITHM

We consider formation of a spotlight SAR image using a
transmitted linear FM chirp pulse. The nth pulse, with chirp
rate β, has the form

p
(
t̂ )=exp

(− iωonT
){
Rect

[
t̂

Tp

]
exp

(− iωot̂
)
exp

(− iβt̂2
)}
.

(B.1)

Choosing a negative frequency, rather than a traditional pos-
itive frequency, permits an easier connection with the scat-
tering theory analysis: the choice makes no significant dif-
ference to the ultimate expressions for coherence. Following
[8, 9], the fast time T is the interpulse period and Tp is the
pulse duration. Using (5a) and (B.1), the received signal from
a differential surface element, with delay τ, may be written as

∆s
(
u(n), t̂ )

= aRect
[
t̂ − τ

Tp

]
exp

(− iωo(t − τ)
)
exp

(− iβ(t̂ − τ)2
)
,

(B.2)

where a = Φ(ωo, x, y,u)dx dy is the reflectivity determined
in Appendix A. The first stage in the P f a is the “deramp” or
“dechirp” procedure [8, 9], which involves mixing of the re-
ceived signal with a reference signal to reduce the required
A/D sample rate. The reference signal, the same for each po-
larimetric channel, is

sref
(
u(n), t̂

)
= Rect

[
t̂ − τo
Tp

]
exp

(
iωo
(
t − τo

))
exp

(
iβ
(
t̂ − τo

)2)
,

(B.3)

where the delay time, τo(u) = 2r(u)/c, is the round-trip time
to scene centre. After mixing with the reference signal, an in-
termediate signal results, given by

∆s
i
(u(n), t̂ )

≈ a Rect
[
t̂ − τ

Tp

]
exp

(
i
(
ωo + 2β

(
t̂ − τo

))(
τ − τo

))
× exp

(− iβ
(
τ − τo

)2)
.

(B.4)

Note that in writing (B.4) we have made the tacit approxima-
tion that the width of the “Rect” function product is the same
as the width of the original “Rect” function. This approxima-
tion will be valid close to the scene centre. The P f a treatment
is more conveniently discussed in terms of range variables,
rather than fast times, and defining the range quantities

r′ = ct̂

2
, R = cτ

2
, r = cτo

2
, Rp =

cTp

2
(B.5)

permits the differential intermediate signal of (B.4) to be
written as

∆s
i
(u, r) = a Rect

[
r′ − R(u)

Rp

]
× exp

(
i2
{
ko +

4β
c2
[
r′ − r(u)

]}[
R(u)− r(u)

])
× exp

(
−i4β

c2
[
R(u)− r(u)

]2)
.

(B.6)

The derivation of the P f a proceeds by showing how the
intermediate signal can be considered as a sample of the
Fourier transform of a “reflectivity” function. Given that the
differential element of surface is at position s = sŝ, start by
expanding the range difference R(u)− r(u) about the instan-
taneous range to scene centre:

R(u) = ∣∣r(u)− s
∣∣

= r(u)
[(

n̂(u)− s

r(u)
ŝ
)
·
(
n̂(u)− s

r(u)
ŝ
)]1/2

≈ r(u)− s
(
n̂(u) · ŝ) + s2

(
1− (n̂(u) · ŝ)2)

2r(u)
,

(B.7)

where the unit vector n̂(u) = r(u)/r(u). Define a wavenum-
ber κ(u, r) such that

κ (u, r) = 2ko +
8β
c2
(
r′ − r(u)

)
. (B.8)

The phase of the intermediate signal may be expanded using
(B.7) and (B.8), and keeping leading terms, one finds that

φi(u, r)

≈ −sκ(u, r)(n̂ · ŝ) + κ(u, r)s2

2r(u)

(
1−(n̂ · ŝ)2)− 4βs2

c2
(n̂ · ŝ)2.

(B.9)

This expression can be seen to be in agreement with [8,
(B.19)] if we set (n̂ · ŝ) = sin(θ + γ), with θ and γ defined
in [8], and account for the change to negative frequency by
multiplying (B.9) by −1.

The second term in (B.9) is referred to in the texts as the
range curvature term, whilst the last term is known as the
residual deramp phase. We note that both the range curva-
ture and residual deramp phases may be ignored if the spatial
extent of the image area is limited at sufficiently high range
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[8]. In these circumstances, the phase of the intermediate sig-
nal is simply approximated by

φi(u, r) ≈ −κ(u, r) · s,
κ(u, r) = κ(u, r)n̂(u).

(B.10)

The intermediate signal for the differential area may thus be
expressed as

∆s
ip

(
up, r

) = a
p
Rect

[
r − R

(
up
)

Rp

]
exp

(
iφip

(
up, r

))
. (B.11)

To proceed further, we consider imaging using a circular plat-
form trajectory with constant slant-range radius r to scene
centre, and radial projection in the imaging plane r sin θ. The
plane of the orbit is chosen parallel to the imaging plane and
as a consequence the angle of incidence with the imaging
plane, θ, is a constant of the platform trajectory. The along-
track variable, u, is now specified as the platform displace-
ment in the azimuthal direction x̂. Let

κρ =
(
κ2x + κ2y

)1/2 = κ sin θ, (B.12)

then from (B.8),

r′ = c2

8β

[(
κ2x + κ2y

)1/2
sin θ

− 2ko

]
+ r, (B.13)

and from (B.10),

u = rκx sin θ(
κ2x + κ2y

)1/2 . (B.14)

The platform ground-range coordinate may then be identi-
fied as

y = rκy sin θ(
κ2x + κ2y

)1/2 . (B.15)

Given that

κ =
(
κ2x + κ2y + κ2z

)1/2
, (B.16)

from (B.12), it is clear that

κz =
(
κ2x + κ2y

)1/2
tan θ

. (B.17)

The phase of our differential, intermediate signal is thus re-
vealed as

φi
(
κx, κy

) ≈ −κ(u
r
sx +

y

r
sy +

h

r
sz

)
= −(κxsx + κysy + κzsz

)
≡ −(κxx + κy y + κzh(x, y)

)
.

(B.18)

Referring to (B.11) for the intermediate signal for the differ-
ential area reveals that the intermediate signal represents only
a sample of the Fourier transform of the reflectivity, part of
an annulus in the (κx, κy) domain. To see this, consider the
returns from the centre of the scene at slant range r; then
from (B.13) and (B.11),

∣∣κ− 2ko
∣∣ ≤ 4β

c2
Rp = 2β

c
Tp = 2π

2B
c
, (B.19)

where B is the radar bandwidth. For a point displaced from
the scene centre by an amount δR = c2δκ/8β in slant range,
the available sample width is reduced by an amount δκ. So it
is possible to form the Fourier transform only by integration
over a region sampled by the spotlight SAR system: usually a
rectangular region of the (κx, κy) domain centred at or close
to κ = 2ko. When forming a second image to create a pair
for coherence calculations, the region of integration may be
chosen to be common to both samples. In either case, the FT
of the intermediate, differential signal may be formed as

∆Ω =
∫ ∆κx

−∆κx

∫ 2ko sin θ+∆κy

2ko sin θ−∆κy
s
i

(
u
(
κx, κy

)
, r
(
κx, κy

))
exp

(
iκxx

′)
× exp

(
iκy y

′)dκx dκy
(B.20)

which, using (B.11) and (B.20), becomes

∆Ω =
∫ ∆κx

−∆κx

∫ 2ko sin θ+∆κy

2ko sin θ−∆κy
a exp

(− iκzh(x, y)
)

× exp
(
iκx(x′ − x)

)
exp

(
iκy(y′ − y)

)
dκx dκy.

(B.21)

In the narrow bandwidth approximation, a = Φ(ωo, x, y,
uo)dx dy, and for the rough surface, sz = h(x, y), thus ap-
plying the FT to the full intermediate signal yields

Ω(x′, y′)

=
∫∫

S

∫ ∆κx

−∆κx

∫ 2ko sin θ+∆κy

2ko sin θ−∆κy

{
Φ
(
ωo, x, y,uo

)
e−iκzh(x,y)eiκx(x

′−x)

× eiκy(y
′−y)dκx dκy

}
dx dy.

(B.22)

The insistence of narrow aperture as well as narrow band-
width may be overcome simply by replacing the approximate
reflectivityΦ(ωo, x, y,uo) in (B.22) with the full reflectivity in
the narrow bandwidth approximation Φ(ωo, x, y,u(κx, κy)).
In the absence of range curvature and deramp phase errors
(B.22) is an accurate representation of a spotlight SAR pixel
value focused at (x′, y′) in the imaging plane in the narrow
bandwidth/aperture approximation. The validity of the nar-
row aperture and bandwidth approximations is discussed in
the main text.
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