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Abstract

In this paper, an adaptive channel estimation scheme based on the reduced-rank (RR) Wiener filtering (WF)
technique is proposed for multi-band (MB) orthogonal frequency division multiplexing (OFDM) ultra-wideband
(UWB) communication systems in multipath fading channels. This RR-WF-based algorithm employs an adaptive
fuzzy-inference-controlled (FIC) filter rank. Additionally, a comparative investigation into various channel estimation
schemes is presented as well for MB-OFDM UWB communication systems. As a consequence, the FIC RR-WF
channel estimation algorithm is capable of producing the bit-error-rate (BER) performance similar to that of the
full-rank WF channel estimator and superior than those of other interpolation-based channel estimation schemes.
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1. Introduction

Ultra-wideband (UWB) wireless systems have generated
considerable interest as an indoor short-distance high-
data-rate transmission in wireless communications over
the past few years. A number of promising advantages,
such as low power consumption, low cost, low complex-
ity, noise-like signal, resistant to dense multipath and
jamming, and excellent time-domain resolution, have
made UWB systems perfectly suitable for personal com-
puting (PC), consumer electronics (CE), mobile applica-
tions, and home entertainment networks. Applications
of UWB radio techniques to short-range wireless com-
munications, such as sensor networks and wireless per-
sonal area networks (WPANs), are currently being
explored [1]. Two competing UWB technologies for
physical layer (PHY) of the WPANSs are investigated by
the IEEE 802.15.3a standards task group (TG3a) [2].
One is the direct-sequence (DS) UWB link scheme and
the other is the multi-band (MB) orthogonal frequency
division multiplexing (OFDM) UWB system.

The MB-OFDM UWB communication systems [3]
have recently drawn extensive attention due to potential
for providing high data rate under a low transmission
power. The MB-OFDM developed by the WiMedia Alli-
ance [4] is the first UWB radio transmission technology
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to obtain international standardization. This promising
wireless-connectivity technique increases successfully
both the traffic capacity and the frequency diversity. In
MB-OFDM UWB wireless systems, by utilizing several
types of time-frequency codes (TFCs) in the preamble
part, multiple users are allowed to use the same fre-
quency-band group simultaneously to provide frequency
diversity as well as channelization and multiple-access
capability among different piconets. That is the primary
reason why the preamble symbols gain a high probabil-
ity of being corrupted by multiple-access interference
(MAI). To enhance the system performance, pilot-
assisted channel estimation schemes are commonly
employed for the MB-OFDM UWB systems. In particu-
lar, the performance of channel estimation in a pilot-
aided MB-OFDM UWB system has been investigated
based on the least-squares (LS) algorithm [5], the maxi-
mum likelihood estimator (MLE) [6], and the minimum
mean-square error (MMSE) estimator [5,7]. The channel
estimation with the use of the MLE obviates the neces-
sity of the information of either the channel statistics or
the operating signal-to-noise ratio (SNR). However, it is
already known that the computational costs for these
estimators are very expensive and thus lead to a limited
usage in practice. This requirement is, in general, prohi-
bitive for low-power and cost-effective wireless UWB
devices.
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In this paper, an adaptive low-rank channel estimation
scheme based on the Wiener filtering (WF) technique is
proposed for MB-OFDM UWB communication systems.
This reduced-rank (RR) WE-based algorithm employs
an adaptive 2-to-1 fuzzy-inference controlled (FIC) filter
rank. It can be shown that the fuzzy-inference system
(FIS) [8] offers an effective and robust means to monitor
instantaneous fluctuations of a dense multipath channel
and thus is able to assist the RR-WEF-based channel esti-
mator in selecting an appropriate time-varying filter
rank p. As a result, the proposed RR-WF-based channel
estimation possesses the potential to accomplish sub-
stantial saving on computational complexity without
affecting system bit-error-rate (BER) performance. To
emphasize the importance of the use of an adaptive RR-
WF scheme, both the MSE and the BER performances
are evaluated and compared with the piecewise linear
[9], the Gaussian second-order [10], the cubic-spline
[10], the LS, and the fullrank WF channel estimation [5]
algorithms. Simulation results have shown that the pro-
posed FIC RR-WF scheme reduces successfully compu-
tational complexity without sacrificing the BER
performance under different UWB channel conditions.

The remainder of this paper is organized as follows. In
Section 2, a brief introduction of the MB-OFDM UWB
system architecture and channel model is presented.
The reduced-rank Wiener filter channel estimation
scheme is developed in Section 3. Principles of the 2-to-
1 fuzzy-inference-determined filter-rank selection
mechanism are introduced in Section 4. Section 5 ana-
lyzes the computational complexity of the 2-to-1 FIC fil-
ter-rank selection scheme. Simulation results are
compared and analyzed in Section 6. Finally, some con-
cluding remarks are drawn in Section 7.

2. MB-OFDM UWB SYSTEM MODEL

In an MB-OFDM UWB system, the spectrum from 3.1
GHz to 10.6 GHz is divided into 14 sub-bands with a
bandwidth of 528 MHz each, and the data are trans-
mitted across these sub-bands using a specific TFC [3].
The system operates in one sub-band and then switches
to another sub-band after a short time. In each sub-
band, the OFDM modulation scheme is used to transmit
data symbols. The transmitted symbols are time-inter-
leaved across the sub-bands to utilize the spectral diver-
sity in order to improve the transmission reliability.
Additionally, it is important to note that depending on
the selected TFC, the MB-OFDM system is equipped
with the frequency-hopping (FH) control mechanism.
The feature of the FH pattern controlled by the TFCs
enables multiple simultaneously operating piconets
(SOPs) at the same band group. However, this is of little
impact on the channel estimation since it is assumed
that each sub-band is estimated independently. The
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fundamental transmitter and receiver structure of an
MB-OFDM system is illustrated in Figure 1. At the
transmitter of an MB-OFDM system, the bits from
information sources are first mapped to quadrature
phase-shift keying (QPSK) symbols. To exploit time-fre-
quency diversity and combat multipath fading, the
coded bits are interleaved according to some preferred
time-frequency patterns, and the resulting bit sequence
is mapped into constellation symbols and then con-
verted into the /th OFDM block of N symbols X (/, 0),
X (L, 1), .., X (I, N - 1) by the serial-to-parallel converter.
The N symbols are the frequency components to be
transmitted using the N subcarriers of the OFDM mod-
ulator and are converted to OFDM symbols x(/, 0), x(/,
1), ..., x({, N - 1) by the unitary inverse fast Fourier
transform (IFFT), i.e.

x(1, n) = IFFT{X(1, k)}
1 N—-1 )
N Y XL R, n=0,1,...
k=0

A cyclic prefix (CP) of length P (P < N) is added to
the IFFT output to eliminate the intersymbol interfer-
ence caused by the multipath propagation. The resulting
N + P symbols are converted into a continuous-time
baseband signal x(¢) for transmission.

The UWB channel model proposed for the IEEE
802.15.3a standard is considered [11]. The multipath
UWB channel impulse response can be expressed as

] D
h(t) = x D> st — Ty — 1)), )

j=1 d=1

where y represents the lognormal shadowing factor of
propagation channels, J(¢) is the Dirac delta function, T}
denotes the delay of the jth cluster’s first path, o is
the multipath gain coefficient and z,; is the delay of the
dth multipath component (ray) relative to the jth cluster
arrival time T}, / is the cluster number, and D is the
multipath number in a cluster. Based on the Saleh-
Valenzuela (S-V) model [11-13] and the measurements
of actual channel environments, four types of indoor
multipath channels, namely CM1, CM2, CM3, and
CM4, are defined by the WiMedia Alliance with differ-
ent values for parameters [4]. In particular, the IEEE
802.15 standard model assumes that the channel stays
either completely static or changes completely from one
data burst to the next. In other words, the time varia-
tions (coherence time) of the channel are not considered
since most of applications are targeted for high-data-rate
communications in slowly fading indoor environments,
such as pedestrian speeds or slower [4,13]. With a
choice of the CP length greater than the maximum
delay spread of the UWB channel [4], OFDM allows for
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Figure 1 Block diagrams of (a) the transmitter and (b) the receiver of an MB-OFDM system.

each UWB sub-band to be divided into a set of N ortho-
gonal narrowband channels. In such conditions, the
intersymbol interference (ISI) can be effectively sup-
pressed, and thus, sufficient multipath energy is cap-
tured to make the impact of the intercarrier interference
(ICI) minimized. Therefore, perfect frequency synchro-
nization is assumed, and the ICI is negligible in what
follows. Furthermore, it is important to notice that in
the presence of ICI due to the high delay and Doppler
spread, dedicated ICI mitigation algorithms [14-17] are
required to suppress the ICI over fast “time-varying”
fading channels.

The UWB channel in the discrete time domain is
modeled as a Nj-tap finite-impulse-response (FIR) filter
whose impulse response of the /th OFDM block on a
sub-band is denoted by

h(l) = [h(1,0), h(l1),..., h(l, Ny — 1)], (3)

where (-)" denotes the transposition operation. The

corresponding channel frequency responses
H(l) = [H(,0), H(],1),..., HI,N - 1)]". (4)

are given by H(I) = Fy,h(I), where is the first N, col-
umns of the N-point DFT matrix. For channel

estimation, a total of N, pilot signals are uniformly
inserted into the transmitted OFDM symbols at known
locations {i, : 1 < n < N,}. Let
X, (1) = diag{X(l, i), X(Lis), ..., X(l in)], )
denote the N, x N, matrix containing the FFT output
of the /th OFDM block at the pilot subcarriers. At the
demodulator, after removing the cyclic prefix, the uni-

tary FFT is performed on the remaining N symbols to
obtain

Y(1) = X(DH(T) + W(1), ©6)

where X(/) = diag {X ([, 0), X ([, 1), ..., X (, N - 1)} in (6)
stands for the transmitted data symbol, Y(/) = [Y (/, 0), Y
(1, 1), ..., Y (I, N - 1)]" represents the received data sym-
bol, H(/) as in (4) indicates the channel frequency
response, and W(l) = [W ([, 0), W ([, 1), .., W ([, N- 1)]"
denotes the additive noise component, of the /th OFDM
block.

3. Reduced-rank Wiener filter channel estimation

The Wiener filter (WF) estimator [5] employs the sec-
ond-order statistics of the channel conditions to mini-
mize the MSE. The WF yields much better performance
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than the LS-based estimator, especially under the low
SNR scenarios. A major drawback of the WF estimator
is its high computational complexity, especially if matrix
inversion operation is required each time as the data in
the transmitted vector are altered. The WF estimation
of H(/) [5] can be obtained as

N 1) -1aA

Hwe(l) = RH(I)H(I){RH(I)H(I) +o [ X)X (D] 1} His(1), (7)
where (~)H means the conjugate transpose operation,
o2 is the variance of the AWGN, Ry u() denotes the
auto-covariance matrix of the channel, given by Ry u
o & E {H()) H"(})}, and the LS estimator of H(}) [5] is

; _ Y(,0) Y(1 yan-1)7"
fis() =X OV = [0 W00 W] The

computation of the WF-estimated channel transfer func-
tion requires the matrix inversion operation. A simpli-
fied WF estimation is obtained by averaging over the
transmitted data to avoid the inverse matrix operation
[18], and then Eq.(7) can be simplified as

. B \ '
Hwr(l) = R R, I His(1), 8
we(1) H(l)H(l)( HOHD * g R 1s(1) (®)

where
s FIXCOP) o
GW
2
_ 2
B = E(X(, k) )E [ ‘ h } | (10)

Here, 8 is a constant of the constellation used for the
signal mapper, I is an identity matrix, and | - | indicates
the absolute value. To reduce the computational com-
plexity, a low-rank approximation by using singular
value decomposition (SVD) [18] is adopted. This scheme
reduces the rank of Ryyu) up to a threshold level p.
The SVD of Ry is performed as follows:

Ruyu) = UAUY, (11)

where U is the decomposed unitary matrix from Ry
H() containing the singular vectors and A is a diagonal
matrix containing the singular values g = 4; > ... = Ay
on its diagonal. Then, substituting (11) into (8) derives
Eq.(12) given by

B

SNR (12)

-1
Hyi(l) = UA (A + 1) uA (D).

Subsequently, the rank-reduction technique applied
for the WF estimation is given as follows:
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Hrr_wr(l) = UA,UMH (D), (13)

Where A, is a diagonal matrix containing the values

H =0,1 -1

- 8 ,k=0,1,...,p—1,
k SNR

0,k=pp+1,...,N—1.

4, Fuzzy-inference filter-rank selection

The 2-to-1 fuzzy inference system (FIS) [8], based on
the principle of fuzzy logic [19], uses the squared error
(e*(1)) and the squared error variation (Ae*()) as the
input variables at OFDM block / to assign the number
of the filter rank p(/ + 1). That is,

p(l+1) = FIS(&* (1), A% (D)), (15)
where
1 N-1 2
() = N > ‘H(l, k) — H(L k)|, (16)
k=0
and
AeA(l) = |2 (1) — (1 - 1)|. (17)

In essence, the basic configuration of the FIS com-
prises four essential procedures, namely (i) fuzzy sets for
parameters, (ii) fuzzy control rules, (iii) fuzzy operators,
and (iv) defuzzification processes, which map a two-
input vector, (e*(l), Ae*(l)), into a single-output para-
meter p for the adaptive time-varying filter-rank selec-
tion, as illustrated in Figure 2. Note that the input
variables of a fuzzy logic system can be appropriately
determined to include other types of parameters, such
as duration of training, input power, and other useful
variables [8,20,21], which depend primarily on the appli-
cations in reality. Owing to the flexibility and richness
of the FIS, it is able to produce many different map-
pings. The function of each procedure in the FIS is
introduced briefly as follows:

1) Fuzzy sets for parameters

The input variables of the FIS are transformed to the
respective degrees to which they belong to each of the
appropriate fuzzy sets, via membership functions
(MBFs). In what follows, the (¢%, Ae?)-FIS system with
the (4, 4)-partitioned regions to the fuzzy I/O domains
[8] is employed, due to its excellent performance and
moderate complexity. The output of the fuzzification
process demonstrates a fuzzy degree of membership
between 0 and 1.
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Figure 2 The fuzzy-inference-based variable filter-rank selection algorithm is illustrated by means of (a) block diagram, (b) three
membership functions, and (c) predicate box, of the 2-to-1 fuzzy inference system.

2) Fuzzy control rules convergence rate. On the other hand, the filter is
This procedure is focused on constructing a set of fuzzy ~ assumed to operate in the steady-state status when e”
IE-THEN rules. Here, we claim that the convergence is  and Ae* show “S”, and then a “S” p is adopted to lower
just at the beginning in case of a “VL” e* and a “VL” its steady-state MSE. In particular, we may declare that
Ae?, and thus a “VL” value for p is used to speed up its  a huge estimation error has occurred when e” is “S” and



Hu and Lee EURASIP Journal on Advances in Signal Processing 2011, 2011:64

http://asp.eurasipjournals.com/content/2011/1/64

Ae® indicates “VL” and the “L” value of parameter p is
assigned to system in order to stabilize system
performance.

3) Fuzzy operators

The fuzzified input variables are combined using the
fuzzy “OR” operator, which selects the maximum value
of the two, to obtain a single value. Subsequently, this is
followed by the implication process, which defines the
reshaping task of the consequent (THEN-part) of the
fuzzy rule based on the antecedent (IF-part). A min
(minimum) operation is generally employed to truncate
the output fuzzy set for each rule. Since decisions are
based on the testing of all of the rules in an FIS, the
rules need to be combined in some manner in order to
make a decision. Aggregation is the process by which
the fuzzy sets that represent the outputs of each rule are
combined into a single fuzzy set. The input of the aggre-
gation process is the list of truncated output functions
returned by the implication process for each rule. The
output of the aggregation process is one fuzzy set for
each output variable.

4) Defuzzification processes

The defuzzification process converts fuzzy control deci-
sion into non-fuzzy, control signals. These control sig-
nals are applied to adjust the variable of p in order to
improve convergence/tracking capability of the receiver.
The crisp, physical control command is computed by
the centroid-defuzzification method. The centroid-
defuzzification output p is calculated by [22]

> p0(1) - mO 0 (1))
pl+1)="" | ,
> mO(p (1))

i=1

(18)

where the scalar Y denotes the number of sections
used for approximating the area under the aggregated
MBFs, p”(I) is the value at the location used in approxi-
mating the area under the aggregated MBF, and m“(p®”
(D)) € [0, 1] indicates the MBF value at location p(i)(l).
The calculation of p(/ + 1) in (18) returns the center of
the area under the aggregated MBFs. It should be
further emphasized that the determination of Y is a
trade-off between the system performance and the com-
putational complexity of the FIS system. In order to
alleviate the computational load in the centroid-defuzzi-
fication calculation of (18), fewer points Y are preferred.

5. Computational complexity analysis
The calculation of the inverse of (Ru(z)n(z) + S{ZRI> and the

prOduCt of RH(Z)H(Z)<RH(I]H(I) + 0 1)71 of the Slmpllfled WEF

SNR
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estimator Hyp(!) in (8) costs N? + N* complex multipli-
cations if Ryyn(y and SNR are assumed to be known
beforehand or are set to fixed nominal values [23]. In
what follows, the LS estimate of Hyg(l) = X' (1)Y(])
adopted in all three WF-based estimators requires N
multiplications The computational requirement of the

1 R )
produCt Of RH(l)H(l) (RH(l)H(l) + SfIRI> and HLS(I) 1S N2

multiplications. Therefore, the computational complexity
of the simplified WF estimation in (8) expressed in
terms of the number of complex multiplications is
approximately given by N°> + 2N? + N for each OFDM
block.

For the RR-WF estimator, the rank-p approximation
of the WF estimator in (13) can be re-expressed as a
sum of rank-1 matrices as follows:

P

Hrr-wr (1) = (Z 5k“k“?> His(D),

k=1

(19)

where u; denotes the kth column vector in the matrix
U. It should be noted that the vectors u; for k = 1, 2, ...,
p, can be tracked by means of the PASTd algorithm
proposed in [24,25] with a substantially reduced com-
plexity of 2Np for each OFDM block. The linear combi-
nation of p vectors of length N in (19) requires Np
multiplications. Thus, the RR-WF estimation of
Hgp_we(l) accomplishes the total number of 3Np + N
complex multiplications, which is much less than that of
the WF estimator. Remarkably, the complexity cost of
the simplified WF estimator can be further reduced
from N° + 2N* + N to 3N* + N if the PASTd algorithm
is applied to simplify Equation (12). Even though the
complexity of the simplified WF estimator is st ill much
higher than that of the rank-p RR-WF estimator due to
p << N.

The FIC RR-WF estimation with the time-varying fil-
ter rank p(/) incurs a slighter computational complexity
of 2Np(/) in the tracking procedure of vectors uy, k = 1,
2, ..., p(l), than the RR-WF scheme with the predeter-
mined rank p, owing to the fact of p(/) <p. However, the
additional computational load introduced by the (2-to-
1)-FIS, in terms of multiplications, is Y + N + 2 at each
OFDM block, in which the preparation of e*([) requires
N + 1 multiplications and the centroid-defuzzification
output process costs Y + 1 multiplications. Furthermore,
some special instructions (with a total of 24 lookups +
16 compares + 167 MAX operations) are required to
perform the FIS, which come primarily from the fuzzifi-
cation of two input variables (8 lookups), fuzzy OR
operations (16 compares), fuzzy minimum implication
(16 lookups), and aggregation of the output (16T MAX
operations). Fortunately, these operations can be done
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very efficiently in the latest range of DSPs, which pro-
vide single cycle multiply and add, table lookups and
comparison instructions [26,27]. Thus, the FIC RR-WF
estimation has the computational requirement of 3Np(/)
+ 2N + Y + 2 complex multiplications for the [th
OFDM block. Consequently, the saving of the FIC RR-
WF scheme in complexity over the RR-WF estimator
can be achieved when the extra burden incurred by the
(2-to-1)-FIS is lower than the advantage of 3N (p - p(]))
provided by the FIC-based rank reduction, i.e. Y + N +
2 < 3N (p - p(l)). In addition, it should be further
emphasized the fact that the RR-WF estimation with the
use of a time-varying FIC rank possesses excellent chan-
nel dynamic tracking and adaptation capability over
both the full-rank WF estimator and the RR-WF scheme
with a fixed filter rank.

6. Numerical results

The channel estimation of MB-OFDM UWB systems
can be performed by either adopting preamble training
sequence or inserting pilot signals into each OFDM
symbol. Here, we use a few pilots that are inserted into
each OFDM symbol to estimate the channel frequency
response (CFR) [5] in the interpolation-based channel
estimators. In the piecewise linear interpolation algo-
rithm, the estimation of the frequency-domain channel
response located in between the pilots is performed by
the linear interpolation, and the estimated pilot channel
Hp(l, in) is updated by the LS estimation [9], given by

Yy (L in)
X,(l,in)’

where 14 is a forgetting factor (0 <A < 1). The para-
meters of computer simulations are mainly based on the
Table 1 which summarizes the key parameters of the
MB-OFDM UWB communication system. This MB-
OFDM UWB system uses an OFDM modulation
scheme that utilizes 128 subcarriers per band, 122 of
which are used to transmit the information. Of the 122
total subcarriers used, there are 100 used as data car-
riers, 12 used as pilot carriers, and 10 used as guard car-
riers. In our simulations, UWB channel models CM1,
CM2, CM3, and CM4 are adopted. The channel model
CM1 describes a line-of-sight (LOS) scenario when the
distance between the transmitter and the receiver is less
than 4 m, whereas the CM2, CM3, and CM4 channel
models represent the non-line-of-sight (NLOS) multi-
path channel environments with various delay disper-
sions [11]. Additionally, the (e*, Ae*)-FIS system with
the (4, 4)-partitioned regions to the fuzzy I/O domains
is employed, due to its excellent performance and mod-
erate complexity. Moreover, the MSE and the BER are
used as the measures of their error performance related

Hp(lin) = A, (1= 1,i,) + (1 — 1) (20)
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Table 1 The parameters for MB-OFDM UWB systems in
PHY

Parameter Value

Modulation QPSK

Bandwidth 528 MHz

o2 1

Y 4

A 0.5(CM1,CM2,CM3), 0.3(CM4)
Ny 5(CM1,CM2,CM3), 15(CM4)
N, 12

FFT Size (N) 128

Cyclic Prefix (P) 32

Pilot Spacing (L = ipy1 - i ne [1,N)) 8

Nsp: Number of data carriers 100

Nsp: Number of pilot carriers 12

Nsc: Number of guard carriers 10

Nst: Number of total subcarriers used 122(= Ngp+Nsp+Nsc)

4.125 MHz(= 528 MHz/128)
242.42ns(= 1/Af)

60.61ns(= 32/528 MHz)
947ns(= 5/528 MHz)

312.5ns(= TCP+TFFT+TG|)

Ag: Subcarrier frequency spacing
Trer: IFFT/FFT period

Tep: Cyclic prefix duration

Tgr: Guard interval duration
Tsym: Symbol interval

to the implementation of the algorithms. The MSE is
defined as the mean-squared error difference between
the transfer function of transmission channel H(/, k) and
its estimate (1, k)[10,28], as shown below

¢ éE“H(l,k) —H(l,k)‘z}, k=0,1,..N —1.(21)

Remarkably, the main difference between the MB-
OFDM UWB system and the common OFDM system is
that the MB-OFDM UWB system uses a time-frequency
kernel to specify the center frequency in the frequency-
band group for the transmission of each OFDM symbol.
When the specific sub-band signal transmission is iden-
tified by means of the TFCs, the transmitted symbols
have no difference with the common OFDM systems.
Hence, the proposed MB-OFDM UWB scheme can also
be applied to perform signal detection in the OFDM
systems.

In Figure 3, the MSE and the BER performance com-
parisons between the rank-reduction scheme based on
the FIC RR-WF, the RR-WF, the piecewise linear, the
Gaussian second-order, the cubicspline, the LS, and the
full-rank WF schemes are evaluated in terms of SNR
(dB) in CM1. The proposed FIC RR-WF algorithm per-
forms the fuzzy controlled filter-rank selection over
both rank selection ranges [2,8] and [2,11]. In both fig-
ures, it is observed that the performance of the cubic-
spline interpolation is better than those of the piecewise
linear and the Gaussian second-order and is similar to
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(b)
Figure 3 Performance comparisons of (a) the MSE and (b) the
BER, between the FIC RR-WF, the RR-WF, the piecewise linear,
the Gaussian second-order, the cubic-spline, the LS, and the
WF in CM1.
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Figure 4 Performance comparisons of (a) the MSE and (b) the
BER, between the FIC RR-WF, the RR-WF, the piecewise linear,
the Gaussian second-order, the cubic-spline, the LS, and the
WF in CM2.

that of the LS. This is reasonable because the higher-
order interpolation scheme makes the given data points
more smoothly. In addition, to evaluate how far the pro-
posed FIC RR-WF scheme is from the optimal perfor-
mance, we generalize the optimal estimator derived in

[18], denoted as the Wiener filter. Hence, the perfor-
mance of the WF could serve as the performance refer-
ence. As seen in Figure 3, the performance of the RR-
WEF algorithm with the use of p = 8 and the proposed
FIC RR-WF scheme is close to that of the full-rank WF
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Figure 6 Performance comparisons of (a) the MSE and (b) the

BER, between the FIC RR-WF, the RR-WF, the piecewise linear,
the Gaussian second-order, the cubic-spline, the LS, and the

WF in CM4.

estimator and is much better than those of other exist-
ing channel estimation schemes. However, the full-rank
WEF estimator is readily known to have more expensive
computational cost than the RR-WF and the FIC RR-
WF channel estimators. Fortunately, the RR-WF

estimation with the use of a time-varying FIC rank is
capable of producing the BER performance similar to
that of the full-rank WF channel estimator while accom-
plishing a substantial saving in complexity. In addition,
results in the figure demonstrate that the FIC RR-WF
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with a larger rank selection range [2,11] provides better
performance than that of the FIC RR-WF with the selec-
tion range [2,8], especially at the high SNR region. In
Figures 4 and 5, the MSE and the BER performance
comparisons between different channel estimation
schemes are presented in terms of SNR for UWB chan-
nels CM2 and CM3, respectively. Results in Figures 4
and 5 demonstrate that similar MSE and BER perfor-
mances to the CM1 in Figure 3 are achieved. Addition-
ally, due to the stronger delay dispersion nature of both
channels CM2 and CM3, the MSE and the BER

Page 10 of 12

performances degrade slightly as compared with that of
the channel CM1. The MSE and the BER performances
of those different channel estimation schemes with the
use of the channel model CM4 are presented in Figure
6 in terms of SNR. It is observed from both figures that
the MSE and the BER performances of all channel esti-
mation schemes degrade dramatically as the channel
model CM1 is switched to the CM4. This is because the
time delay spread under the channel model CM4 is
much more severe than that of the channel model CM1;
therefore, the frequency selectivity between subcarriers
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of the CM4 is more serious than that of the CM1. How-
ever, it is seen from Figure 6 that the MSE and the BER
performances of the RR-WF scheme with p > 8 are able
to produce an identical BER performance level to the
full-rank WF and superior than those of other interpola-
tion-based channel estimation schemes.

In Figure 7, the BER performance is compared
between the RR-WF, the full-rank WF, and the FIC
RR-WF algorithms in terms of SNR for channel mod-
els CM1, CM2, CM3, and CM4, respectively. Results
in Figure 7 demonstrate that the BER performance of
all three WF-based schemes degrades as the UWB
channel delay spreads are more severe. The proposed
FIC RR-WF algorithm, which performs the fuzzy-logic
filter-rank selection over the range of [2,8], is able to
take advantages of both small and large ranks in con-
vergence and steady-state characteristics. The mean
numbers of selected ranks achieved by the FIC RR-WF
algorithm in 50 OFDM-frame calculations are, respec-
tively, 5.19, 5.28, 5.41, and 5.66 for CM1, CM2, CM3,
and CM4. The results in all figures show that the FIC
RR-WF algorithm is able to accomplish a similar per-
formance as the full-rank WF approach at a low rank
(i.e. p < 8). In other words, the FIC RR-WF algorithm
is capable of achieving a substantial saving in complex-
ity while maintaining a near full-rank WF performance.

7. Conclusion

In this paper, an adaptive FIC RR-WF channel estima-
tion algorithm is proposed for the MB-OFDM UWB
communication systems. This RR-WF-based algorithm
employs an adaptive FIC filter rank in response to the
time-invariant multipath fading channels. As a conse-
quence, the FIC RR-WF channel estimation algorithm is
capable of producing not only the BER performance
similar to that of the full-rank WF channel estimator
but also a substantial saving in complexity. Therefore,
the proposed FIC RR-WF channel estimator is more fea-
sible for applications in the MB-OFDM UWB wireless
systems.

Endnotes

Four triangular MBFs with centroids of the very large
(VL), large (L), medium (M), and small (S), respectively,
are selected to cover the entire universe of discourse for
variables €%, Ae? and p.
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