
Schwarz et al. EURASIP Journal on Advances in Signal Processing 2013, 2013:54
http://asp.eurasipjournals.com/content/2013/1/54

RESEARCH Open Access

Single-user MIMO versus multi-user MIMO in
distributed antenna systems with limited
feedback
Stefan Schwarz1*, Robert W Heath Jr2 and Markus Rupp1

Abstract

This article investigates the performance of cellular networks employing distributed antennas in addition to the
central antennas of the base station. Distributed antennas are likely to be implemented using remote radio units,
which is enabled by a low latency and high bandwidth dedicated link to the base station. This facilitates coherent
transmission from potentially all available antennas at the same time. Such distributed antenna system (DAS) is an
effective way to deal with path loss and large-scale fading in cellular systems. DAS can apply precoding across
multiple transmission points to implement single-user MIMO (SU-MIMO) and multi-user MIMO (MU-MIMO)
transmission. The throughput performance of various SU-MIMO and MU-MIMO transmission strategies is investigated
in this article, employing a Long-Term evolution (LTE) standard compliant simulation framework. The previously
theoretically established cell-capacity improvement of MU-MIMO in comparison to SU-MIMO in DASs is confirmed
under the practical constraints imposed by the LTE standard, even under the assumption of imperfect channel state
information (CSI) at the base station. Because practical systems will use quantized feedback, the performance of
different CSI feedback algorithms for DASs is investigated. It is shown that significant gains in the CSI quantization
accuracy and in the throughput of especially MU-MIMO systems can be achieved with relatively simple quantization
codebook constructions that exploit the available temporal correlation and channel gain differences.

Keywords: Distributed antenna systems, Remote radio units, Channel state information estimation, Limited feedback
communication, Quantized feedback, Single-user MIMO, Multi-user MIMO, LTE

1 Introduction
A distributed antenna system (DAS) is a cellular network-
ing architecture in which several transmission points,
controlled by a single central processing unit, are geo-
graphically distributed throughout the network. DASs
make use of infrastructure like remote radio units (RRUs),
with minimal intelligence of their own, to extend the base
stations’ antenna ports. RRUs are connected to the base
station by a high-bandwidth low-latency dedicated con-
nection that is non-interfering with the primary radio
resource, e.g., a dedicated micro-wave link or a fiber link
using radio-over-fiber technology [1]. DASs have been
successful as a tool for coverage improvement in the
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network, especially tomitigate shadowing effects and pen-
etration losses [2]. Several publications have established
the theoretical potential of DASs for improving the indoor
coverage [3], reducing the outage probability [4], increas-
ing the network capacity [5], providing a more uniform
coverage of the served area [6] and improving the area
spectral efficiency (ASE) of the system [6].
There are several ways to make use of distributed

antennas. With single-user spatial multiplexing, a sin-
gle user is served on a given time-frequency resource
employing all available antenna elements of the DAS.
Single-user MIMO (SU-MIMO) has been shown to yield
higher sum rates in DASs that collocate about as many
antennas per RRU as are available at the receiver side
[7]. When multi-user MIMO (MU-MIMO) is employed,
on the other hand, multiple users are served in par-
allel over the distributed antenna array, by separating
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their signals in the spatial domain. MU-MIMO transmis-
sion in DASs promises considerable performance gains,
due to improved spatial multi-user diversity, compared
to a system having collocated antennas only. Different
multi-user multiplexing strategies for distributed anten-
nas have been considered in the literature, embracing
blanket transmission, i.e., using the same set of beamform-
ing vectors at each RRU, and full MU-MIMO, where MU-
MIMO is applied across the entire distributed antenna
array [6].
Less attention has been paid to limited feedback algo-

rithms for DASs. An overview about the challenges of
codebook design for channel state information (CSI)
quantization in DASs and a possible solution were pro-
vided in [8]. Limited feedback single-user beamforming
with distributed antennas was considered in [9]. MU-
MIMO in DASs with limited feedback and single antenna
receivers is considered in [10], demonstrating substantial
cell throughput gains with distributed antennas, provided
sufficiently accurate channel state information at the
transmitter (CSIT) is available. A differential CSI feedback
algorithm was proposed in [10] that exploits spatial and
temporal channel correlation to improve the quantization
accuracy.

1.1 Contributions
In this article, the performance of different MIMO DAS
strategies in cellular networks is evaluated under prac-
tical system constraints. Limited feedback algorithms
for single-user and multi-user spatial multiplexing, opti-
mized for DASs, are proposed. A 3GPP Long Term
Evolution Advanced (LTE-A) standard compliant simu-
lator, the Vienna LTE-A link level simulator [11,12], is
utilized to investigate the effectiveness of (SU-MIMO)
and MU-MIMO in DASs, incorporating practical sys-
tem parameters such as channel coding, finite modulation
alphabets, and OFDM transmission. The achievable cell-
throughput with perfect and quantized CSIT is explored,
employing optimal and sub-optimal low-complexity
transceiver structures.
New algorithms for limited feedback of CSI for MU-

MIMO DASs are proposed and compared, including
memoryless and differential quantization algorithms. In
frequency division duplexing systems, CSIT is usually
acquired by means of limited capacity feedback channels
from the users, thus requiring efficient CSI quantization
algorithms. It is shown how side information on the large-
scale fading can be exploited to substantially improve
the quantization accuracy. This is achieved by extend-
ing the MU-MIMO feedback algorithms of [10] to mul-
tiple receive antenna systems, employing single stream
transmission per user with different receive antenna com-
bining techniques. It is demonstrated that the large-
scale fading side information can also be utilized in

SU-MIMO systems to enable efficient transmit antenna
subset selection.
All results in this article are derived considering the

presence of out-of-cell interference. This is important
because the distribution of RRUs over the cell area
in DASs impacts the signal to interference and noise
ratio (SINR) landscape. The overwhelming complexity of
system-level simulations, caused by the fact that detailed
knowledge about the physical layer is required for the con-
sidered precoding and equalization strategies, forces us
to resort to a hybrid-link/system-level simulation method
that was proposed in [10]. It combines detailed link-level
simulations of a single cell with the abstracted interference
model of [6]. With this simulation framework, the cell
throughput of several DAS configurations is compared in
terms of empirical cumulative density functions (ecdfs) of
the transmission rate and ASE, with perfect and quantized
CSIT. Furthermore, the performance of SU-MIMO and
MU-MIMO systems is contrasted.

1.2 Organization
This article is organized as follows. In Section 2.1, the
input–output relationship of a multi-cell, SU-MIMO, and
MU-MIMO DAS is formulated, assuming linear precod-
ing and equalization, and the post-equalization SINR
is derived. Then, in Section 2.2 the transmission and
reception strategies under consideration are reviewed. For
SU-MIMO, singular value decomposition (SVD)-based
precoding and equalization, and LTE-A compliant finite
codebook-based precoding with zero forcing (ZF) equal-
ization are considered. The MU-MIMO strategies use
ZF beamforming at the base station and receive antenna
combining based on multi-user eigenmode transmission
(MET) and quantization-based combining (QBC) at the
receiver side. In Section 3.1, the SU-MIMO feedback
algorithms are explained, and a transmit antenna subset
selection algorithm is proposed. CSI feedback algorithms
forMU-MIMOare proposed in Section 3.2. In Section 4.1,
the employed simulation methodology is outlined, and in
Section 4.2 the simulation settings are detailed. Simula-
tion results with perfect CSIT, comparing several DAS
configurations, are presented in Section 4.3. The perfor-
mance of the proposed feedback algorithms is demon-
strated in Section 4.4. Finally, conclusions are drawn in
Section 5.

1.3 Notation
We use the following notation throughout this article:
bold lowercase a is used to denote a column vector,
bold uppercase A denotes a matrix. Non-bold letters a,
A denote scalars, and calligraphic letters A are used for
sets. The magnitude of a scalar is |a|, ‖a‖ denotes the
l2 norm of a vector a, ‖A‖ is the Frobenius norm of
a matrix A, and the size of a set is given by |A|. The
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inverse of a matrix is denoted A−1, the square root is
A1/2, and the Moore-Penrose pseudo inverse is A†. The
notation A ∈ R

m×n (A ∈ C
m×n) means that A is a

real-valued (complex-valued) matrix of sizem rows times
n columns. Similarly, for length n column vectors the
notation a ∈ R

n (a ∈ C
n) is used. We use the nota-

tion a ∈ N (m,R) to denote a complex-valued circularly
symmetric Gaussian random vector a, with mean m and
covariance R. The transpose of a matrix A is given by
AT, the conjugate-complex matrix is denoted A∗ and the
conjugate-transpose is written as AH. The expected value
of the vector a is denoted E {a}. The operator diag (a)
creates a diagonal matrix, whose main diagonal entries
equal a.

2 Systemmodel
In this section, the input–output relationship of the cel-
lular network under consideration is presented and the
post-equalization SINR experienced by a user is derived.
Furthermore, the single-user and multi-user transmis-
sion and reception strategies under consideration are
reviewed. Different strategies are employed depending
on whether perfect or quantized CSIT is available. The
derived system model is valid for a narrow-band, fre-
quency flat channel model. However, the results can easily
be extended to OFDM on a per-subcarrier basis with
additional notation.

2.1 Input–output relationship and post-equalization SINR
Consider a cellular network with I + 1 cells. Each cell
i ∈ {0,. . ., I} contains a central base station and Ri RRUs.
The central base station is equipped with an antenna array
consisting of N0,i antenna elements. RRU r ∈ {1, . . . ,Ri}
has an antenna array comprising Nr,i antenna elements.
The total number of transmit antennas available in cell i is
denotedNi =∑Ri

r=0Nr,i. An example network is shown in
Figure 1.
Cell i serves a total number of Ui users. User u ∈

Ui, Ui = {1, . . . ,Ui} is equipped with Mu,i receive anten-
nas. The base station contains a scheduling algorithm that
decides for the set of usersSi ⊆ Ui that is served in parallel
over a given time-frequency resource, such as tomaximize
a prescribed utility function. In the simulations, the popu-
lar proportional fair scheduler is employed, which chooses
the set of users to be served according to

Si = argmax
S⊆Ui

∑
u∈S

Ru
Tu

, subject to: |S| ≤ Ci. (1)

Here, Ru denotes the currently achievable throughput of
user u, and Tu denotes the average past throughput of
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Figure 1 Illustration of the considered cellular network. Example
regular grid cellular network, consisting of 19 cells, each containing
R = 6 RRUs and one central base station.

this user, obtained, e.g., with an exponential averaging fil-
ter. Under stationary assumptions it can be shown that
this scheduling strategy maximizes the sum of logarith-
mic long-term average user rates [13]. Ci is a constraint
on the number of users that can be spatially multiplexed
on a given time-frequency resource (e.g., an OFDM sub-
carrier). In the case of SU-MIMO only one user can be
served at a given resource, Ci = 1, while transmission to
a maximum number of Ci = Ni users in parallel is possi-
ble for MU-MIMO. The number of served users in cell i is
given by Si = |Si|. To simplify notations, we assume that
after scheduling the user set Ui is re-ordered such that the
served users are indexed by {1, . . . , Si}.
The equivalent channel in the base-band between user

u in cell i and RRU r in cell j is described by the complex-
valuedMu,i × Nr,j-dimensional channel matrixH(r,j)

u,i . The
channels to the central base station and all Rj RRUs are
combined in the matrix

H(j)
u,i =

[
H(0,j)

u,i , . . . ,H(Rj ,j)
u,i

]
∈ C

Mu,i×Nj . (2)

To simplify notation, the superscript j is omitted whenever
in-cell channels, i = j, are considered.
The transmit symbol vector intended for user u in cell i

is written as xu,i ∈ C
�u,i . Here, �u,i is the number of data-

streams spatially multiplexed to user u. It is constrained
by the number of receive antennas: �u,i ≤ Mu,i. The total
number of streams of cell i is denoted �i = ∑Si

u=1 �u,i.
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To account for the maximum possible spatial multiplexing
gain of cell i the number of streams has to satisfy �i ≤ Ni.
The average transmit symbol energy is assumed to be one:
E{xu,ixHu,i} = I.
Prior to transmission over the wireless channel, the user

symbol vector xu,i is precoded with a precoding matrix
Fu,i ∈ C

Ni×�u,i . The precoder maps the �u,i-dimensional
transmit symbol vector onto the Ni transmit antennas.
Note that the allocation of the available transmit power
Pi of cell i among users and spatial streams is consid-
ered in the precoding matrices, as detailed in Section 2.2.
The precoders are chosen such that Pi is conserved, irre-
spective of the number of users, and spatial streams. The
transmit symbols and precoding matrices of all served
users are combined in the cell data vector and the cell
precoding matrix

xi =
[
xT1,i, . . . , xTSi,i

]T ∈ C
�i , (3)

Fi = [
F1,i, . . . ,FSi,i

] ∈ C
Ni×�i . (4)

We assume that users employ linear receive filters to
equalize their respective channels. The �u,i × Mu,i receive
filtering matrix applied by user u, cell i, is denoted as GH

u,i.
With this notation, the �u,i-dimensional received signal

vector of user u in cell i is

yu,i = GH
u,iHu,iFu,ixu,i + GH

u,iHu,i
∑Si

k=1,k �=u Fk,ixk,i +

GH
u,i

I∑
j=0,j �=i

H(j)
u,iFjxj + GH

u,izu,i

︸ ︷︷ ︸
z̃u,i

, (5)

with zu,i ∈ N
(
0, σ 2

z I
)
denoting additive white Gaussian

noise (AWGN). The effective noise vector z̃u,i contains
the sum of receiver noise and out-of-cell interference. The
concatenation of the equalizer filter GH

u,i and the channel
matrixHu,i is called the effective channel of user u.
The instantaneous per-stream post-equalization SINR

of stream ν ∈ {1, . . . , �u,i} equals
βν,u,i = |gHν,u,iHu,ifν,u,i|2

Z + Iself + Iin + Iout
, (6)

Z = σ 2
z
∥∥gν,u,i

∥∥2 ,
Iself =

�u,i∑
μ=1,μ �=ν

|gHν,u,iHu,ifμ,u,i|2,

Iin =
Si∑

k=1,k �=u

∥∥gHν,u,iHu,iFk,i
∥∥2 ,

Iout =
I∑

j=0,j �=i

∥∥∥gHν,u,iH(j)
u,iFj

∥∥∥2 .

Here, gν,u,i and fν,u,i denote the νth column of Gu,i and
Fu,i, respectively, and Z is the noise power after the receive
filter. Note that fν,u,i contains the transmit power alloca-
tion for stream ν of user u. The residual self-interference
between the streams of a user after equalization is given
by Iself. The in-cell interference from other users that are
served in parallel in the same cell is denoted Iin, and Iout is
the out-of-cell interference caused by users of other cells
that operate at the same frequency. Note that depending
on the transmission and reception strategy, some terms
are equal to zero, e.g., for SU-MIMO there is no in-cell
interference.
By distributing RRUs over the cell area, there will be

path loss differences with respect to the spatially sepa-
rated antenna arrays. To account for large-scale effects,
the channel matrix is decomposed as

H(j)
u,i = H̄(j)

u,iC
(j)
u,i

1/2
(7)

where the channel gain matrix C(j)
u,i is diagonal and char-

acterizes path loss and large-scale shadow fading effects
experienced with respect to the different RRUs

C(j)
u,i = diag

([
γ

(1,j)
u,i , γ (2,j)

u,i , . . . , γ (Nj ,j)
u,i

])
(8)

and γ
(k,j)
u,i denotes the large-scale channel gain between

all receive antennas of user u in cell i and the transmit
antenna k in cell j. Note that if multiple antenna elements
are collocated at one RRU, then the corresponding large-
scale channel gains are equal. Furthermore, the channel
gain matrix can incorporate the transmit antenna gains
if directional antennas are considered. The matrix H̄(j)

u,i
accounts for small-scale fading effects.

2.2 Considered transmission strategies
In this section, the SU-MIMO and MU-MIMO precod-
ing and equalization strategies considered in this study
are briefly introduced and reviewed. The respectivematri-
ces Fu,i and Gu,i are assumed to be computed from
perfect or estimated in-cell channel knowledge only, with-
out explicit consideration of out-of-cell interference, to
avoid the necessity of feeding back out-of-cell CSI. The
transmitter and receiver thus treat out-of-cell interference
as additional Gaussian noise, denoted as effective noise.
Note that Gaussianity of the out-of-cell interference may
not be fulfilled, e.g., if there are only a few dominant
interferers. Then better performance can be achieved with
receivers that estimate the interference statistics.
The investigated transceiver architectures are designed

such as to avoid in-cell interference between users and
spatial streams. With perfect channel knowledge at the
base station and users, this can be achieved by trans-
mitting over the eigenmodes of the channel(s). With
imperfect CSIT, on the other hand, we consider unitary
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precoding at the base station combined with ZF equal-
ization at the user in case of SU-MIMO. For MU-MIMO,
we combine ZF beamforming at the base station with lin-
ear antenna combining at the users, to achieve similar
complexity to SU-MIMO.

2.2.1 SU-MIMO
In SU-MIMO transmission only one user is served on a
given time-frequency resource within a cell, possibly over
multiple streams. With the simplifying assumption that
out-of-cell interference is treated as additional Gaussian
noise by the base station and users, the channel model
reduces to a (distributed) point-to-point MIMO chan-
nel (Iin = 0). The capacity of the point-to-point AWGN
MIMO channel with perfect CSI at the transmitter and
receiver is achieved by SVD precoding and reception
along with power loading across the eigenmodes of the
channel [14]. While perfect CSI is unrealistic, it still pro-
vides a good benchmark for comparing the performance
of limited feedback techniques. It has been shown that a
substantial part of the capacity can be achieved with only
a few bits of feedback allowed from the receiver to the
transmitter [15]. Thus, limited feedback-based SU-MIMO
precoding has been incorporated in 3GPP Long Term
Evolution (LTE). The finite set of precoders defined in the
LTE-A specifications [16] for limited feedback precoding
is employed in our simulations.

SVD-based precoding and equalization Assuming
SVD-based MIMO transmission and reception, the pre-
coders and equalizers are obtained from the SVD of the
wireless channel matrix. To shorten notation, we consider
the case Mu,i ≤ Ni, which is more relevant for DASs. In
this case, the compact-form SVD can be written as

Hu,i = Uu,iSu,iVH
u,i, (9)

Su,i = diag
([

σ
(1)
u,i , . . . , σ

(�max)
u,i

])
,

where σ
(k)
u,i is the kth largest singular value of Hu,i, and

Uu,i ∈ C
Mu,i×Mu,i , Vu,i ∈ C

Ni×Mu,i are (semi-) unitary
matrices.a Assuming a full-rank channel, the maximum
number of streams is �max = Mu,i. Setting the precoder
as Fu,i = Vu,iP1/2

u,i , with Pu,i being a diagonal power load-
ing matrix, and the equalizer as Gu,i = Uu,i, the effective
channel decomposes into parallel non-interfering SISO
AWGN channels. To achieve the highest transmission
rate, the diagonal elements of Pu,i have to be set accord-
ing to the water filling power allocation over the squared
singular values normalized by the effective noise variance
[14]. The effective noise variance σ̃ 2

z is calculated as

σ̃ 2
z = σ 2

z + 1
Mu,i

I∑
j=0,j �=i

∥∥∥H(j)
u,iFj

∥∥∥2 , (10)

assuming equal and spatially uncorrelated out-of-cell
interference power on all receive antennas. Furthermore,
the power loading matrix has to fulfill

trace
(
Pu,i
) = Pi, (11)

to satisfy the total power constraint of base station i.
Note that this strategy is not capacity achieving for non-
Gaussian or colored out-of-cell interference.

LTE codebook-based precoding with ZF equalization
3GPP decided in the LTE and LTE-A specifications [16,17]
on a limited feedback precoding strategy that is based on
a finite set/codebook of scaled semi-unitary precoders.
The user searches this codebook for the best precoder
based on its channel estimate and feeds back the index of
the chosen precoder to the base station. The LTE Rel. 8
codebook for up to four transmit antennas is designed
such as to enable computationally efficient selection crite-
ria at the users, by exploiting properties of the employed
Householder matrices [18]. LTE-A adds an eight-transmit
antenna codebook, that is generated from the multiplica-
tion of two precoding matrices, a wideband and a subband
precoder, which enables efficient feedback by exploiting
spatial correlation of the MIMO channel [19]. Transmis-
sion rank adaptation is supported in LTE and LTE-A,
which allows the number of streams to be selected dynam-
ically. The precoders from the LTE codebooks assign
equal powers to all streams.
We denote the precoder codebook for � streams and Ni

transmit antennas as

Q(Ni)
� ⊂

{
Q ∈ C

Ni×�|QHQ = 1
�
I�
}
. (12)

If user u is selected for transmission by the base station i,
the base station applies the precoder

Fu,i = √PiQu,i, Qu,i ∈ Q(Ni)
�u,i

(13)

according to the precoder feedback Qu,i of user u; see
Section 3.1 for details. The precoder distributes the data
for transmission onto the antenna elements all RRUs.
To separate the spatial data streams at the receiver, a

linear equalizer filter can be used. In our simulations, ZF
equalization at the users is considered. In this case, the
receive filtering matrix is

Gu,i =
(
(Hu,iFu,i)†

)H = Hu,iFu,i
(
FHu,iHH

u,iHu,iFu,i
)−1 . (14)

LTE codebook-based precodingwith transmit antenna
subset selection The LTE precoders distribute the avail-
able transmit power uniformly over all antennas that are
employed for transmission. Without transmit antenna
subset selection, this means that the antenna elements of
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all RRUs transmit with equal power. When path loss dif-
ferences between the distributed antenna arrays become
significant, it is beneficial to concentrate the transmit
power on those antenna arrays that experience good chan-
nel quality, thus employing only a subset of the antennas
for transmission. To transmit the data from a ≤ Ni anten-
nas, the LTE codebook Q(a)

� is employed to distribute
the signal onto the activated antennas, while the other
antenna elements are deactivated. Note that LTE code-
books are only defined for a being a power of 2. In Section
3.1.3, we propose an efficient antenna subset selection
algorithm. As an alternative, power loading over transmit
antennas can be employed [20], but this requires accurate
knowledge of the channel gain at the transmitter and thus
increases the CSI feedback overhead significantly.

2.2.2 MU-MIMO
With MU-MIMO, multiple users are served in parallel
over a given time-frequency resource by means of spa-
tial multiplexing. While in SU-MIMO the multiplexing
gain is limited by the minimum of the number of trans-
mit and receive antennas, in MU-MIMO the multiplexing
gain scales with the number of transmit antennas, pro-
vided there are enough users in the cell. Althoughmultiple
streams per user are possible in MU-MIMO, it has been
shown that single stream transmission per user is asymp-
totically optimal in the number of userUi [21] and that for
finite number of users mostly only one stream is activated
per selected user i ∈ Si [22]. Thus, in this article only
single stream transmission per user is considered for sim-
plicity, employing ZF beamforming. The receive matrix
Gu,i then reduces to the vector gu,i. To calculate the ZF
precoder, the users have to feedback their effective chan-
nel vector, i.e., the channel generated by the concatenation
of the wireless channel matrix Hu,i and the receive filter
gu,i. In a limited feedback system, the effective channel is
quantized to limit the amount of feedback bits required.
Two methods for obtaining the antenna combining vector
gu,i are considered, namely QBC [23] and MET [22]. The
goal of MET is to choose the combining weights such as to
maximize the gain of the effective user channel, neglecting
interference between users. QBC targets a minimal quan-
tization error, thereby reducing the interference between
users for the price of a reduced effective channel gain
compared to MET. It is shown that both methods can be
combined to allow a trade-off between these two extreme
targets.

ZF beamforming with multi-user eigenmode trans-
mission In single stream multi-user eigenmode trans-
mission, the receive antenna combining weights gu,i are
computed such that the effective channel is in the direc-
tion of the maximum singular value of the channel

matrixHu,i [22], thereby maximizing the effective channel
gain

gu,i = argmax
g∈CMu,i

∥∥gHHu,i
∥∥2 , (15)

subject to:
∥∥g∥∥2 = 1.

The solution to this problem is obtained from the SVD of
the channel matrix Equation (9)

gu,i = u(max)
u,i , (16)

hu,i = HH
u,igu,i = v(max)

u,i σ
(max)
u,i . (17)

The vectors u(max)
u,i and v(max)

u,i denote the left and right
singular vectors corresponding to the maximum singular
value σ

(max)
u,i of Hu,i. The direction of the effective MISO

channel hu,i is determined by v(max)
u,i . The input–output

relationship (5) simplifies to

yu,i = hHu,ifu,ixu,i + hHu,i
Si∑

k=1,k �=u
fk,ixk,i + z̃u,i, (18)

where the precoding matrices Fk,i are replaced with pre-
coding vectors fk,i, and z̃u,i denotes the sum of out-of-cell
interference and receiver noise.
Assuming that the base station i has perfect knowledge

of hu,i, ∀u, ZF beamforming can be applied across the set
of scheduled users Si to cancel all in-cell interference Iin.
With imperfect CSIT, perfect interference cancellation is
not possible by means of precoding and thus residual in-
cell interference is unavoidable. The ZF beamformer can
be obtained from knowledge of the normalized effective
channel vectors (channel directions), defined as

h̃u,i = hu,i∥∥hu,i∥∥ . (19)

Combining the effective channel directions of the selected
users in the effective cell channel direction matrix

H̃i =
[
h̃1,i, . . . , h̃Si,i

]H
, (20)

the ZF precoder is

Fi = H̃H
i

(
H̃iH̃H

i

)−1
diag (pi)1/2 = Wi diag (pi)1/2 , (21)

pi = [
p1,i, . . . , pSi,i

]
, pk,i = Pi

Si
∥∥wk,i

∥∥2 . (22)

It is thus given by the right pseudo-inverse of H̃i mul-
tiplied by a diagonal power loading matrix. The power
loadingmatrix ensures equal transmit powers across users
and a sum transmit power of Pi.

ZF beamforming with quantization-based receiver
combining With imperfect channel knowledge at the
base station, interference between users cannot be entirely
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pre-canceled. When the base station employs ZF beam-
forming calculated from quantized CSIT, the residual
in-cell interference between users depends on the accu-
racy of the quantized channel direction, specifically on the
subspace distance between the channel direction and the
quantized channel direction, see Section 3.2.2. The quan-
tized effective user channel direction, available at the base
station, is denoted as qu,i.
The idea behind QBC is to choose the antenna combin-

ing weights such as to generate an effective channel that
can be quantized with minimal quantization error, given
the quantization codebook Q ⊆ C

Ni , ||q|| = 1, ∀q ∈ Q.
In essence, the algorithm jointly selects the quantization
vector and calculates the antenna combining weights such
as to minimize the subspace distance (chordal distance)

{
gu,i,qu,i

} = argmin
g∈CMu,i ,q∈Q,||g||=1

1 −
∣∣∣∣∣ gHHu,i∥∥gHHu,i

∥∥q
∣∣∣∣∣
2

. (23)

The algorithmic steps to achieve this goal are summarized
below; for a detailed treatment see [23]b.

1. Determine an orthonormal basis for the space
spanned by the rows ofHu,i. The SVD of the
conjugate-transpose channel matrix

HH
u,i = Vu,iSu,iUH

u,i. (24)

allows to define a basis Bu,i ∈ C
Ni×Mu,i by the left

singular vectors corresponding to non-zero singular
values ofHH

u,i.
2. Find the quantization vector that minimizes the

subspace distance to the space spanned by Bu,i:

qu,i = argmin
q∈Q

1 − ∥∥BH
u,iq
∥∥2 . (25)

3. The antenna combining weights are then given by

su,i = Bu,iBH
u,iqu,i∥∥Bu,iBH
u,iqu,i

∥∥ , (26)

gu,i =
(
HH

u,i
)† su,i∥∥∥(HH

u,i
)† su,i∥∥∥ . (27)

A quantization function �(QBC)
(
Hu,i

)
: CMu,i×Ni → Q is

used to describe the combined action of steps 1 and 2 of
the algorithm, hence qu,i = �(QBC)

(
Hu,i

)
.

The quantized channel knowledge qu,i is used at the
base station to compute the ZF precoder, by replacing the
cell channel matrixHi in (21) with its quantized version

Qi = [
q1,i, . . . ,qSi ,i

]H , (28)

Fi = QH
i
(
QiQH

i
)−1 diag (pi)1/2 = Wi diag (pi)1/2 . (29)

Dominant subspace quantization-based receiver com-
bining MET and QBC are two extreme cases of antenna
combining techniques. The former method does only

consider the effective channel gain, irrespective of the
achieved CSI quantization error, while the latter algorithm
focuses on the quantization error, regardless of the gain of
the effective channel obtained.
It is possible to trade-off between these two extremes, by

restricting the optimization in quantization-based com-
bining to the k-dimensional dominant subspace of the
rows ofHu,i. This can be achieved by replacing the matrix
Bu,i in (25) and (26) with the Ni × k dimensional matrix
Bk,u,i, consisting of the left singular vectors corresponding
to the k largest singular values of HH

u,i obtained from (24).
In that way, QBC is confined to calculate the antenna com-
bining weights such that the effective channel lies in the
k-dimensional dominant subspace of the channel, while
simultaneously minimizing the quantization error. Thus,
the optimization problem (23) is replaced with

{
gu,i,qu,i

} = argmin
g∈CMu,i ,q∈Q,||g||=1

1 −
∣∣∣∣∣ gHHu,i∥∥gHHu,i

∥∥q
∣∣∣∣∣
2

, (30)

subject to: HH
u,ig ∈ span

(
Bk,u,i

)
where span

(
Bk,u,i

)
denotes the space spanned by the

columns of the matrix Bk,u,i.
For illustration, consider the extreme case of an unre-

stricted codebook Q = C
Ni , ||q|| = 1, ∀q ∈ Q and

k = 1. In that case, it can easily be verified that the QBC
solution coincides with the one obtained from multi-user
eigenmode transmission.

3 Limited feedback algorithms
The transceiver architectures presented in Section 2.2
have in common that they require CSI at the transmit-
ter to enable precoding and transmission rate adapta-
tion. In practice, CSIT is obtained by means of feed-
back from the users, over dedicated limited capacity
feedback links. In commercial cellular systems, the lim-
ited feedback operation consists of two parts. One part
provides information about the channel quality experi-
enced by a user. It is required for multi-user schedul-
ing and transmission rate adaptation. An estimate of
the expected SINR of a user is employed for that
purpose in this study. Typically coarse quantization of
the channel quality is sufficient to achieve a through-
put performance that is close to unquantized feedback,
because practical communication system like LTE pro-
vide only a limited set of modulation and coding schemes
(MCSs) from which to choose during rate adaptation
(see, e.g., [24]).
The second feedback part provides information about

the channel matrix itself to the base station, which
is required for precoding purposes. In the case of
SU-MIMO transmission, this information is indirectly
provided by signaling the preferred precoder from
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the finite precoder set defined in (12). Only a few
bits of information can lead to substantial through-
put gains [15]. With MU-MIMO, on the other hand,
the effective channel vector is quantized and fed back
by the users. The proposed quantization algorithms
build upon the concepts of Grassmannian beamform-
ing [25]. The achieved user throughput directly depends
on the CSI accuracy, because it determines the resid-
ual interference between users. Consequently, accu-
rate quantization is important for such MU-MIMO
systems.

3.1 SU-MIMO feedback
The SU-MIMO feedback algorithms presented in this
section leverage the ideas of finite codebook based lim-
ited feedback precoding, as introduced in Section 2.2.1.
Our proposal of [24] is employed, which targets OFDM-
based communication systems like LTE. As our focus
in this study is on frequency-flat systems, we specialize
the algorithms below to this case. For more general case
of frequency-selective channels, the interested reader is
referred to [24]. We also propose an efficient transmit
antenna subset selection algorithm in Section 3.1.3. In
DASs, antenna subset selection can significantly improve
the transmission rate, as demonstrated in Section 4. The
reason is that with distributed antennas, the path loss
differences between transmission points become more
significant. Thus, it is beneficial to concentrate the trans-
mit power only on those antennas that experience good
channel quality, instead of equally distributing it over
all antennas.

3.1.1 Estimation of the achievable spectral efficiency
The basic idea of the considered SU-MIMO feedback
algorithms is to let each user u select that precoder from
the set of codebooks

{
Q(Ni)

1 , . . . ,Q(Ni)
�max

}
, that maximizes

the achievable spectral efficiency of the system. The code-
books Q(Ni)

� are defined in (12); �max = min(Mu,i,Ni)
is the maximum transmission rank. To uniquely identify
the precoder at the base station, two feedback values are
employed. The codebook Q(Ni)

� from which the preferred
precoder is chosen, i.e., the index �, is signaled with the
rank indicator (RI). The index of the selected precoder in
the codebookQ(Ni)

� is fed back with the precoding matrix
indicator (PMI). Given this choice, the quality of the
resulting channel is quantified with the post-equalization
SINR. This value is quantized and fed back employing the
channel quality indicator (CQI).
The spectral efficiency obtained with the rank � pre-

coderQ(�) ∈ Q(Ni)
� is

I
(
Q(�)

)
=

�∑
ν=1

ϕ
(
βν,u,i

)
. (31)

It is calculated as the sum spectral efficiency over the
number of streams �. The function ϕ(·) maps the SINR
βν,u,i to the corresponding spectral efficiency. Employing
the ZF receiver of (14), βν,u,i defined in (6) simplifies to

βν,u,i = Pi
|gHν,u,iHu,iq(�)

ν |2
Z + Iout

, (32)

where q(�)
ν denotes the νth column ofQ(�). Thus, only out-

of-cell interference and noise are disturbing the single-
user transmission. It is assumed that the user is able to
estimate the power σ̃ 2

z of this effective noise.
In contrast to other work, e.g., [26], the bit interleaved

coded modulation (BICM) capacity [27] is employed for
ϕ(·) in our algorithms to estimate the spectral efficiency,
instead of the AWGN channel capacity. The BICM capac-
ity includes the effects of employing a finite modulation
alphabet, which causes a transmission rate saturation at
high SINR (e.g., 6 bits/cu for 64QAM). Although this is
not so important for frequency flat systems, it has a strong
impact on the accuracy of the spectral efficiency estima-
tion for LTE in frequency selective systems; see [24] for
details.

3.1.2 Calculation of the SU-MIMOCSI feedback
The optimal precoder and the preferred number of
streams are jointly obtained by maximizing the sum spec-
tral efficiency (31){

Qu,i, �u,i
} = argmax

Q(�)∈Q�,�∈{1,...,�max}
I
(
Q(�)
)
. (33)

It is assumed that the base station employs these choices
during transmission, provided the user is scheduled.
The channel quality measure is obtained bymapping the

sum spectral efficiency I
(
Qu,i

)
back to the corresponding

SINR value, via the inverse ϕ−1(·) of the BICM capacity

β̄u,i = ϕ−1 (I(Qu,i
))
. (34)

This approach corresponds to mutual information effec-
tive SINR mapping, which is well known from link- to
system-level abstraction [28]. The value β̄u,i is denoted
as equivalent SISO AWGN signal to noise ratio (SNR),
because it corresponds to the SNR of an equivalent SISO
AWGN channel that achieves the same spectral efficiency
as the consideredMIMO system. The CQI is calculated by
quantizing the equivalent SNR

CQIu,i = 	
(
β̄u,i
)
, (35)

where 	 : R → C ⊆ R denotes the CQI quantizer. In our
simulations, we employ a look-up table for	 which is cali-
brated such as to achieve a block-error ratio of less than or
equal to 0.1, given the LTE MCSs. The look-up table was
determined by extensive link-level simulations. Following
LTE conventions, this feedback mode is denoted as closed
loop spatial multiplexing (CLSM).
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3.1.3 CLSMwith transmit antenna subset selection
To enable efficient transmit antenna subset selection, with
minimal extra CSI feedback overhead, it is assumed that
the in-cell channel gain matrix Cu,i from (8) is known by
both, the base station and the user. This is a reasonable,
often made assumption in DASs, because the large-scale
statistics change only very slowly over time and frequency,
and can thus be learned either from the uplink, provided
the duplex distance is not too large, or via a very low rate
feedback link (e.g., during connection setup).
To determine the preferred antenna subset, the user

can calculate and maximize the average spectral effi-
ciency (31) for all possible antenna subset choices. This
amounts to

Ni∑
a=1

(
Ni
a

)
= 2Ni − 1 (36)

possibilities, and thus to an additional feedback overhead
of Ni bits.
To reduce the amount of feedback, the LTE-specific

constraint that only one, two, four, or eight transmit
antennas can be employed is exploited. This restricts a
in (36) to the set A = {1, 2, 4, 8}, and thus reduces the
feedback overhead from eight to seven bits. In addition,
the knowledge of Cu,i is used in that only the antenna sub-
sets with the largest channel gains are tested. Thus, e.g., if
a = 4, the average spectral efficiency is only calculated for
the four strongest distributed antennas. In that way, the
additional CSI overhead is reduced to log2A = 2 bits.

3.2 MU-MIMO feedback
Providing useful CSI feedback for ZF multi-user beam-
forming systems is a more intricate challenge than in
the SU-MIMO system. One reason is that in contrast to
single-user transmission the SINR can only be bounded
in MU-MIMO, because a user does neither know the
employed precoder nor the number of users scheduled in
parallel ahead of transmission. The corresponding bound
and channel quality feedback algorithm are derived in
Section 3.2.2.
Furthermore, accurate knowledge about the effective

user channel directions is important at the base station,
to minimize residual in-cell interference. Three possi-
ble quantization strategies are proposed in Section 3.2.3:
memoryless quantization with and without consideration
of the channel gain differences between different RRUs,
and differential quantization. In memoryless quantiza-
tion, the effective channel direction at each transmission
time interval (TTI) is quantized independently of previ-
ous time instants. The differential quantizer, on the other
hand, exploits temporal channel correlation and quantizes
only the difference between channel directions at con-
secutive time instants. The proposed algorithms are an

extension of the CSI quantizers of [10] to multiple receive
antennas.
It is possible to extend the considered quantization algo-

rithms to frequency-selective OFDM systems. This can be
done efficiently, by providing CSI feedback as proposed
in this section for a subset of the OFDM subcarriers, and
interpolating in-between these CSI pilot-positions at the
base station [29,30].

3.2.1 MU-MIMODASwith limited feedback
With limited feedback, the base station uses quantized
channel state information to compute the transmit beam-
forming vectors as in (29). The quantized effective channel
direction of user u in cell i is denoted qu,i. In case the
receive antenna combiner is determined independently
of the CSI quantization (e.g., with MET), the quantized
effective channel direction is obtained as

qu,i = �
(
h̃u,i
)

(37)

where � : CNi → Q is the quantization function, which
is specified below. In the case of quantization-based com-
bining a more general quantization function, which acts
on the channel matrix itself, is used; see Section 2.2.2. The
vector h̃u,i is the effective channel direction, given by

h̃u,i = hu,i∥∥hu,i∥∥ = HH
u,igu,i∥∥HH
u,igu,i

∥∥ = C1/2
u,i H̄H

u,igu,i∥∥∥C1/2
u,i H̄H

u,igu,i
∥∥∥ , (38)

with gu,i being the antenna combining vector. Note the
different usage of the codebook Q in the SU-MIMO and
MU-MIMO cases. Here, Q is only used for quantization;
the actual precoder Fi is computed from the quantized
channel directions. In SU-MIMO, the entries defined in
Q(Ni)

l are directly employed as precoders.
The channel direction quantization error eu,i is defined

by the relationship [31]

h̃u,i = qu,i
(
qHu,ih̃u,i

)
+ eu,i. (39)

The quantization error is thus equal to the component of
h̃u,i in the null-space of the quantized channel direction
qu,i. The squared magnitude of eu,i is equal to the squared
chordal distance between h̃u,i and qu,i

d2c
(
qu,i, h̃u,i

)
= ∥∥eu,i∥∥2 = 1 − |qHu,ih̃u,i|2

= 1 − cos2
(
φu,i
) = sin2

(
φu,i
)
.

(40)

Here, φu,i denotes the principle angle between the one-
dimensional subspaces defined by h̃u,i and qu,i, respec-
tively, which can be obtained from the relationship

qHu,ih̃u,i = ejβu,i cos
(
φu,i
)
, βu,i ∈ R. (41)

Given the set Si of scheduled users, the base station i
calculates the ZF precoder according to (29). Using this
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notation, the input–output relationship for ZF beamform-
ing with quantized CSIT can be written as

yu,i = √pu,i
∥∥hu,i∥∥ h̃Hu,iwu,ixu,i +

∥∥hu,i∥∥
×

Si∑
k=1,k �=u

√pk,i h̃Hu,iwk,ixk,i + z̃u,i

= √pu,i
∥∥hu,i∥∥ (e−jβu,i cos

(
φu,i
)
qHu,i + eHu,i

)
wu,ixu,i

+ ∥∥hu,i∥∥ Si∑
k=1,k �=u

√pk,i
(
e−jβu,i cos

(
φu,i
)
qHu,i + eHu,i

)
× wk,ixk,i + z̃u,i.

(42)

Here, wu,i is the uth column of the matrix Wi defined in
(29). This relationship can further be simplified, by realiz-
ing that qHu,iwu,i = 1 and qHu,iwk,i = 0, ∀u �= k by definition
of the ZF beamformer. Thus, we get

yu,i =√pu,i
∥∥hu,i∥∥ (e−jβu,i cos

(
φu,i
)+ eHu,iwu,i

)
xu,i

+ ∥∥hu,i∥∥ Si∑
k=1,k �=u

√pk,ieHu,iwk,ixk,i + z̃u,i.

(43)

3.2.2 Channel quality feedback
The purpose of channel quality feedback is to inform
the base station about the SINR of the channel defined
in (43), for scheduling and transmission rate adaptation.
Here a causality problem occurs, because the schedule
Si depends on the CQI feedback, and the CQI feedback
depends on the schedule. In our algorithm, this problem
is resolved by basing the scheduling decision not on the
exact SINR, but on a lower bound. The exact SINR of user
u in cell i is

βu,i = pu,i
∥∥hu,i∥∥2 |e−jβu,i cos

(
φu,i
)+ eHu,iwu,i|2

σ̃ 2
z + ∥∥hu,i∥∥2 sin2 (φu,i

)∑
k �=u pk,i|ẽHu,iwk,i|2

, (44)

where σ̃ 2
z denotes the power of the effective noise, and ẽu,i

is the unit norm error vector defined by

eu,i = sin
(
φu,i
)
ẽu,i. (45)

In [31], the expected value of this SINR is lower bounded,
for the case that random vector quantization is employed
as channel direction quantization strategy (see below),
and that a centralized system, i.e., one without distributed
antennas, is employed

E
(
βu,i
) ≥

P
Ni

∥∥hu,i∥∥2 cos2 (φu,i
)

σ̃ 2
z + P

Ni

∥∥hu,i∥∥2 sin2 (φu,i
) = β

(LB)
u,i . (46)

Further assumptions made in [31] are that Ni users are
served in parallel, and that the quantization error- and
precoding vectors are isotropically distributed. In DASs,

the assumption of isotropic quantization error- and pre-
coding vectors might not be valid anymore, because in
contrast to centralized systems the channel vector is
not isotropic either. Still, a lower bound that takes into
account the effects of channel gain differences between
antenna elements does not yet exist, and thus we resort to
that bound as initial CQI employed for scheduling

CQIu,i = 	
(
β

(LB)
u,i

)
. (47)

For rate adaptation, it turned out during simulations, that
this SINR bound is not sufficiently accurate, especially
in connection with the more advanced channel direc-
tion quantizers presented below. It is thus assumed, that
the scheduled users provide a CQI correction as soon
as the schedule is fixed and thus the SINR can be esti-
mated accurately from (44). Note that in LTE a single CQI
correction is sufficient for the total system bandwidth,
because the same transmission rate is employed over all
assigned subcarriers. This is in contrast to the initial CQI
which should be frequency selective, to enable exploita-
tion of frequency diversity during multi-user scheduling.
In our simulations, we assume the CQI correction to be
available instantaneously, i.e., without a feedback delay.
In practice, a minimum delay of at least one TTI cannot
be avoided, thus possibly leading to transmission out-
ages, due to outdated CQI corrections. Such transmission
errors can partly be compensated by the hybrid automatic
repeat request protocol of LTE [32]. Further investiga-
tions with respect to feedback delays are still required to
determine their impact on the system performance.

3.2.3 Channel direction feedback
Here, different possibilities for the channel direction
quantizer function � are investigated. In this study, only
joint quantization schemes are considered, where all the
entries of h̃u,i are quantized at once, using a single
vector codebook. With limited feedback, it is impor-
tant to quantize only the CSI that is required at the
base station, to minimize feedback overhead. In the case
of ZF precoding, suppose that the cell channel direc-
tion matrix H̃i of (20) is pre-multiplied by a matrix
� = diag

(
exp

(
jθ1
)
, . . . , exp

(
jθSi
))
. Then notice that(

�H̃i
)† = H̃†

i �
†. Thus, if the cell precoder Fi is calcu-

lated from a phase shifted version of the channel direc-
tions, the effective channel HiFi = �† is still diagonal
and in-cell interference is canceled. The resulting phase
shift can easily be compensated by the user, and therefore
the phase of h̃u,i is irrelevant. Consequently, the transmit-
ter requires only knowledge of the subspace defined by
h̃u,i to calculate the ZF precoder, and therefore Grassman-
nian subspace quantization can be employed for channel
direction quantization [33]. The relevant Grassmannian
manifold is the manifold of one-dimensional subspaces in
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the Ni-dimensional complex Euclidean space, denoted as
G (Ni, 1).
The idea of Grassmannian quantization is to select the

quantized channel direction qu,i from a suitable quan-
tization codebook Q ⊂ G (Ni, 1) such as to minimize
the subspace distance between the one-dimensional sub-
spaces defined by qu,i and the effective channel direction
h̃u,i, respectively. The subspace distance is equal to the
chordal distance defined in (40), and thus the quantization
function � is

qu,i = �
(
h̃u,i
)
:= argmin

q∈Q
dc
(
q, h̃u,i

)
, (48)

dc,min = dc
(
qu,i, h̃u,i

)
. (49)

This quantization function can be employed whenever the
receive antenna combiner is obtained independently from
the quantized channel direction, thus, e.g., with MET. In
case of quantization-based combining, the quantization
error is determined by the subspace distance between
the one-dimensional subspace defined by qu,i and the
Mu,i-dimensional subspace spanned by rows of the chan-
nel matrix. Using the notation from Section 2.2.2, the
corresponding quantization function is obtained as in (25)

qu,i = �(QBC) (Hu,i
)
:= dc

(
q,Hu,i

) = 1 − ∥∥BH
u,iq
∥∥2 , (50)

dc,min = dc
(
qu,i,Hu,i

)
, (51)

with Bu,i being an orthonormal basis for the rows of Hu,i;
see Section 2.2.2.
In the following, some useful examples of quantization

codebook constructions are considered.

3.2.4 Memoryless quantization
Memoryless quantization means that the channel direc-
tion at each TTI is quantized in isolation, using the
same quantization codebook every time. The choice of
this codebook determines the quantization mean squared
error (MSE)

MSE = E
(
d2c,min

)
. (52)

In case the effective channel direction is isotropically
distributed, the codebook design approach advocated in
[25], which maximizes the minimum subspace distance
between all vectors of the quantization codebook (code-
vectors), is a good choice. The resulting codebook con-
structions are called Grassmannian line packings, and
the optimum codebook is essentially uniform on the
Grassmannian manifold in terms of the subspace dis-
tance. Unfortunately, except for special cases, it is hard to
find good codebooks. Thus, in our simulations, random
isotropically distributed codebooks are employed, which
achieve close performance to Grassmannian line pack-
ings in many cases [15]. The simulation results are aver-
aged over codebook realizations. The resulting channel

direction quantization algorithm is named random chan-
nel direction quantization (RCDQ), and the codebook is
denoted Q(ISO) ⊂ G (Ni, 1). It is also known as random
vector quantization, and often utilized to obtain theoreti-
cal performance results in limited feedback beamforming
systems, e.g., [34,35].

3.2.5 Memoryless quantization with correlation
The Grassmannian line packings introduced above
assume that the effective channel direction to be quan-
tized is isotropically distributed on the Grassmannian
manifold G (Ni, 1).
When the user has multiple receive antennas, the effec-

tive channel vector hu,i is given by a linear combination
of the columns of HH

u,i, see (38). Thus, the distribution of
the effective channel depends on the considered antenna
combining strategy. Love andHeath [36] propose a heuris-
tic quantization codebook for limited feedback single-
userMISO beamforming systems with spatially correlated
channel vectors, which effectively “colors” a Grassman-
nian codebook, by multiplying the codevectors with the
channel correlation matrix. This technique was denoted
as correlated Grassmannian beamforming in [36].We take
this approach one step further here to support multiple
receive antenna systems. For simplicity, the small-scale
fading channel matrix H̄H

u,i is assumed spatially uncorre-
lated, but a possible correlation can straightforwardly be
incorporated in the proposed codebook construction as
well; thus for Rayleigh fading the elements of H̄H

u,i are
independent identically distributed (i.i.d.)N (0, 1). In this
case, the spatial channel correlation is only determined by
the antenna combining technique and the channel gain
matrixCu,i. Knowledge ofCu,i is assumed at both, the base
station and the user.
As a motivating example one of the simplest antenna

combining strategies, namely receive antenna selection, is
considered. It activates only one antenna ν at a time by
setting the corresponding combiner weight equal to one,
and deactivates all other antennas by setting their weights
equal to zero: gu,i = δν . Consequently, the effective
channel is given by

hu,i = C1/2
u,i H̄

H
u,iδν = C1/2

u,i h̄ν,u,i, (53)

with h̄ν,u,i being the νth column of H̄H
u,i. The effective

channel is thus distributed according to N
(
0,Cu,i

)
. Fol-

lowing [36], given the codebook Q(ISO), the codebook for
receive antenna selection is obtained as

Q(AS) =
⎧⎨
⎩ C1/2

u,i q
(ISO)
l∥∥∥C1/2

u,i q
(ISO)
l

∥∥∥
∣∣∣ q(ISO)

l ∈ Q(ISO)

⎫⎬
⎭ . (54)

Thus, with an isotropically distributed codebook Q(ISO),
the distribution of the directions defined inQ(AS) matches
the distribution of the effective channel direction.
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A generalization of the antenna selection idea is con-
sidered in quantization-based combining. Here, the user
is not only allowed to select one of the one-dimensional
subspaces specified by the channels to theMu,i individual
receive antennas, but the effective channel can be cho-
sen freely in the Mu,i-dimensional subspace spanned by
all these channels. Because each of the channels spec-
ifying the subspace is N

(
0,Cu,i

)
, the same codebook

construction as in antenna selection is still valid

Q(QBC) = Q(AS). (55)

If multi-user eigenmode transmission is employed, the
effective channel direction is equal to the maximum right
singular vector of the channel matrix Hu,i. Thus, the dis-
tribution of the channel direction is determined by the
distribution of the largest singular vector. We are not
aware of closed form expression for this distribution that
would allow to generate statistically matched random
quantization codebooks. It is therefore proposed to gen-
erate codevectors by manipulating random realizations of
an iid complex Gaussian matrix

Q(MET) =
{
v(max)

(
Q(iid)C1/2

u,i

) ∣∣∣Q(iid) ∼ N (0, I)
}
, (56)

with v(max) (A) being the largest right singular vector of
the matrix A. The dimensions of the matrix Q(iid) are
determined by Ni andMu,i, i.e.,Q(iid) ∈ C

Mu,i×Ni .
These quantization strategies are denoted as correlated

RCDQ. Depending on the employed antenna combiner,
the corresponding codebook is applied.

3.2.6 Differential quantization
The constructions presented thus far assume single shot
quantization of channel directions, neglecting the time or
frequency correlation between consecutive quantization
instants. One way to exploit the correlation inherent in
the wireless channel with memoryless quantization is to
provide feedback for a fraction of the CSI and to use inter-
polation at the base station to estimate the remaining CSI.
This approach is appropriate for exploiting frequency cor-
relation between subcarriers in OFDM systems [29,30],
but it is not so useful for temporal correlation, because
the interpolated CSI is already outdated at the time it is
available.
Differential feedback is a flexible approach for reduc-

ing feedback requirements and providing high resolution
[37,38]. Further improvements are possible by means
of predictive coding, where previously quantized CSI is
employed to predict the current CSI and only the predic-
tion error is quantized [30,39]. In this study, the adaptive
predictive channel direction quantization (APCDQ) algo-
rithm of [10] is employed, which is an extension of [30]
to DASs with single antenna receivers. Because this algo-
rithm automatically adapts to the statistics of the channel

direction, it can also be employed in multi receive antenna
systems with antenna combining.
An overview of the considered SU-MIMO and MU-

MIMO transceiver architectures is provided in Table 1.

4 Simulations
This section presents cell throughput simulation results
of a cellular network employing different distributed
antenna configurations. The results are obtained with an
extended version of the Vienna LTE-A link level simula-
tor [11,12]. The simulator is augmented with a path loss
model and extended for an accurate interferencemodel, as
detailed below.
Throughput results with perfect CSIT are presented,

investigating the area spectral efficiency (ASE) obtained
with different DAS configurations, and employing the
SU-MIMO and MU-MIMO transmission strategies pre-
sented in Section 2.2. The efficiency of the CSI feed-
back algorithms of Section 3 is compared by means of
ecdfs of the cell throughput. Also, a cross-comparison
of centralized and distributed SU-MIMO and MU-
MIMO systems with quantized CSIT, in terms of ASE,
is conducted.
The considered transmission methods, CSI feedback

algorithms, path loss model, and out-of-cell interference
model are part of version 1.1. of the Vienna LTE-A
link-level simulator, facilitating reproducibility of the pre-
sented results.

4.1 Simulation methodology
When simulating DASs it is important to consider mul-
tiple cells, because the out-of-cell interference environ-
ment is impacted by the RRUs. System-level simulations
of multi-cell DASs suffer from high computational com-
plexity, because the described transmission and feedback
strategies require knowledge of the physical details of the
wireless channel.
In this article, a compromise simulation methodol-

ogy is considered, which combines the accuracy of
link-level simulations with the efficiency of abstracted
system-level simulations. Thereby detailed link-level sim-
ulations are conducted for a single cell only, cell i =
0 in Figure 1, whereas out-of-cell interference is taken

Table 1 Overview of the considered transceiver
architectures

TX precoding RX combining RX feedback

SU-MIMO
SVD - transceivers Perfect

LTE codebook ZF LTE CLSM

MU-MIMO
ZF-beamforming MET Perfect

ZF-beamforming MET, QBC RCDQ (corr.),
APCDQ
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into account employing the interference model pro-
posed in [6]. In [6], the out-of-cell interference power
per receive antenna for a system employing ZF MU-
MIMO is approximated using a second-order match to a
Gamma distribution. The model assumes that the indi-
vidual precoding vectors of different users, applied in
the other cells, are independent and isotropically dis-
tributed, to simplify the analysis. In our simulations,
we assume that all out-of-cell RRUs transmit with the
same power, and that the maximum number of users
is served in the interfering cells, Uj = Nj,∀j �= 0.
The same model can also be used for SU-MIMO with
small modifications, if the precoding matrices of users
are assumed semi-unitary and isotropically distributed
on G

(
Nj, �j

)
. Therefore, power loading is not consid-

ered with this model, and neither is the LTE codebook
construction. In our SU-MIMO simulations, we assume
transmission of the maximum number of streams in
the other cells, i.e., �j = Mk,j, ∀j �= i and Mk,j =
Mu,i, ∀k, j.
To emulate the out-of-cell interference, each received

symbol is disturbed with a random complex-valued inter-
ference term whose power is distributed according to
the derived Gamma distribution. The method signifi-
cantly reduces simulation complexity, but on the down-
side it does not incorporate potential coupling in the
scheduling decisions between cells. The detailed param-
eters of the Gamma distributions can be found in the
Appendix.

4.2 Simulation parameters and settings
The simulation scenario under consideration in this
section is shown in Figure 1. The simulated cellular net-
work is compliant to the LTE-A specifications [16]. The
total transmit power in each cell is 43 dBm and a noise
power spectral density of −174 dBm/Hz is assumed. The
network consists of 19 cells, arranged in a regular hexag-
onal grid, with a cell radius of rc = 500m. Simulation
results are presented for the center cell i = 0, following
the simulation methodology explained above.
Each cell contains Ri ∈ {0, 3, 4, 6} distributed antenna

arrays that are equiangular spaced on a ring of radius
2
3 rc, similar to [6]. Figure 1 shows the case for Ri = 6.
In practical situations, the placement of RRUs has to be
carefully conducted, such as to optimize, e.g., the network
coverage with respect to the large-scale shadow-fading
realization in each cell. In our simulations, this complica-
tion is avoided by considering only path loss effects and
not shadow-fading.
A total of Ui = 8 users is served in each cell. Scheduling

decisions are based on the proportional fairness met-
ric according to Equation (1). In the SU-MIMO case, the
scheduling framework presented in [40] is utilized, and
for MU-MIMO the greedy scheduler ([31], Algorithm 2)

is employed. In both cases, the achievable user through-
put required for the scheduling decision, Ru in (1) is
estimated from the corresponding channel quality feed-
back, by mapping the SINR to spectral efficiency, via
pre-computed LTE specific mapping tables (see [40] for
details). For SU-MIMO, the CQI is estimated accord-
ing to Section 3.1.2. For MU-MIMO, the SINR lower
bound of Section 3.2.2 is employed for scheduling, and
afterwards the CQI correction mentioned in Section
3.2.2 is applied to the scheduled users for transmission
rate adaptation.
To speed-up the simulations, the smallest LTE spec-

ified system bandwidth of Bw = 1.4MHz is consid-
ered. The same reason forces us to employ a frequency-
flat Rayleigh fading model for the small-scale channel
matrix H̄u,i of (7), because then the same precoder is
applicable for the total bandwidth, and CSI feedback
for a single subcarrier only is sufficient. Instantaneous,
non-causal CSI feedback is assumed, with a CSI feed-
back period of 1ms. This means that the CSI feedback
is available already before the actual transmission. For
the impact of frequency-selectivity and a feedback delay
see, e.g., [30].
The temporal evolution of H̄u,i is determined by a cor-

related block-fading model. Thus, the channel is assumed
constant during each LTE subframe of 1ms duration, and
channel realizations of consecutive subframes are corre-
lated according to the maximum Doppler frequency fd
[41]. The macro-scale path loss L(n,j)

u,i between user u in
cell i and antenna n in cell j, and thus the element γ

(n,j)
u,i of

the channel gain matrix (8), is determined by the distance
d(n,j)
u,i according to

L(n,j)
u,i = max

(
70, 128.1 + 37.6 log10

(
d(n,j)
u,i

1000m

))
, (57)

γ
(n,j)
u,i = 10−L(n,j)

u,i /10. (58)

The total number of transmit antennas per cell is
Ni = 8, while different values for the number of receive
antennas are considered from the set Mu,i ∈ {1, 2, 4}. The
spatial correlation of H̄u,i is determined by a Kronecker
correlation model [42]

H̄u,i = R1/2
RX

¯̄Hu,iR1/2
TX . (59)

Here, RRX = E
(
H̄u,iH̄H

u,i
)
and RTX = E

(
H̄H

u,iH̄u,i
)
deter-

mine the correlation between the elements of H̄u,i,
and ¯̄Hu,i is and i.i.d. matrix whose entries are uncorre-
lated. The channels between different receive antennas
are assumed weakly correlated, which means that the
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off-diagonal elements of RRX are set equal to 0.3.
The transmit antennas are assumed uncorrelated, i.e.,
RTX = I. Note that a weak correlation between the chan-
nels to different antennas is advantageous for SU-MIMO
systems [43], while the capacity of MU-MIMO systems
with single-stream transmission per user increases with
the antenna correlation [44].
The CSI feedback overhead is determined by the pre-

coder codebook size and the accuracy of channel quality
quantization. The CQI overhead for all feedback schemes
is the same. In SU-MIMO, CLSM transmission, the LTE-
A specified precoder codebook of size 256 is employed,
which amounts to a feedback rate of 8 bit/ms/user. If
antenna subset selection is employed, two additional feed-
back bits are required. But, if less than eight transmit
antennas are used, also the smaller LTE compliant code-
books are employed (4 bit codebook for four antennas,
2 bit for two antennas). Thus, the total average feedback
rate of CLSM and CLSM with transmit antenna subset
selection is almost equal; it even tends to decrease with
antenna subset selection in DASs.
To achieve the same feedback overhead in the MU-

MIMO system, the codebook size of RCDQ is set to 256 as
well. APCDQ employs a codebook with only 128 entries,
because it requires one additional feedback bit for adapta-
tion of the codebook. The simulation results are averaged
over random codebook realizations.
Monte Carlo simulations are performed, in which the

Ui = 8 users per cell are uniformly distributed over the
cell area. In total, 2,000 positions are generated for each
user. The average cell throughput per position is estimated

from the sample average over 200 small-scale fading and
noise realizations. To provide a holistic metric of perfor-
mance, the ASE [45] is employed. It is estimated using the
discrete approximation

ASE = Ui
r2cπ

∑
k

Tu(rk)π
(
r2k − r2k−1

)
, (60)

where Tu(rk) denotes the average user throughput at a
distance to the central base station between rk−1 and rk .
A distance increment of �rk = rk − rk−1 = 10m is
employed.

4.3 Simulation results with perfect CSIT
When perfect CSI is available at the base station, the SVD
based scheme of Section 2.2.1 is employed for single-user
transmission, and ZF beamforming with MET receive
antenna combining, see Section 2.2.2, for MU-MIMO.
The simulation results obtained for these two scenarios
are shown in Figure 2, with different DAS configurations
and varying numbers of receive antennas. The notation
employed to identify a DAS configuration is explained
using an example:

N0,i − Nr,i/Ri = 2 − 1/6

means that the number of transmit antennas at the
antenna array of the central base station is 2, N0,i = 2,
the size of the antenna arrays employed at the RRUs is 1,
Nr,i = 1, and a total of Ri = 6 distributed antenna arrays
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Figure 2 ASE of SU-MIMO (left) and MU-MIMO (right) with perfect CSIT. Area spectral efficiency obtained with SU-MIMO and MU-MIMO
transmission, and perfect CSIT. The cell contains a total of eight transmit antennas and each one of eight users has either one, two or four receive
antennas. The performance of different DAS configurations is compared. In SU-MIMO mode SVD transceivers are utilized, and for MU-MIMO ZF
beamforming and MET antenna combining is considered.
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is employed in the cell. The total number of transmit
antennas Ni equals eight in all considered cases.
The left-hand side diagram of Figure 2 shows the ASE

achieved with single-user transmission. It is observed,
that the achieved ASE in the SU-MIMO system only
shows a weak dependence on the employed DAS con-
figuration. For Mu,i ∈ {1, 2} receive antennas, the best
performance is achieved if the size of the antenna arrays
at the RRUs matches the number of receive antennas.
When Mu,i = 4 is used, Nr,i can only be matched to
Mu,i for a single antenna array, with the chosen param-
eters Ni = 8 and Ri ∈ {0, 3, 4, 6}. In this case, the
best performance is achieved with the centralized system
with Ri = 0.
In the MU-MIMO system, shown in the right-hand side

diagram of Figure 2, the performance improves with the
number of RRUs available, independent ofMu,i. TheN0,i−
Nr,i/Ri = 2− 1/6 system gains approximately 45% in ASE
compared to the 8 − 0/0 configuration.
A cross-comparison of the left-hand side and right-hand

side diagrams of Figure 2 reveals the large potential of
MU-MIMO versus SU-MIMO especially if few receive
antennas are available, a situation that is likely to happen
in practice due to hardware complexity and space lim-
itations encountered in handheld devices. The 2 − 2/3
MU-MIMO system, e.g., triples the ASE of the SU-MIMO
system with Mu,i = 1, and doubles it for Mu,i ∈ {2, 4}.
The reason for this behavior is that the multiplexing
gain in the SU-MIMO system is confined by the num-
ber of receive antennas, while the MU-MIMO system can

achieve an Ni-fold multiplexing gain even if each user
has just one antenna, by serving several users in parallel.
Adding more receive antennas in the SU-MIMO system,
the multiplexing gain can also be increased, but in prac-
tice the channel correlation between the receive antennas
will confine the achievable multiplexing gain (remember
that we assume a correlation coefficient of only 0.3 in our
simulations, which is strongly idealistic for, e.g., handheld
devices). Furthermore, the full multiplexing gain in SU-
MIMO systems is only achieved at very high SNR; see
[24].

4.4 Simulation results with limited feedback
Here the impact of quantized CSIT is investigated. Only
the centralized N0,i −Nr,i/Ri = 8− 0/0 configuration and
the 2 − 2/3 DAS are considered in this section. Because
Mu,i = 2 is a likely option for most mobiles in practice, the
2−2/3 DAS was chosen as it achieves the best SU-MIMO
performance.
Figure 3 shows ecdfs of the SU-MIMO and MU-MIMO

cell throughput achieved with the feedback algorithms
detailed in Section 3, in comparison to the ones obtained
with perfect CSIT. The results are shown for the 8 −
0/0 system, and a maximum Doppler frequency of fd =
10Hz, corresponding to a walking speed of approximately
5 km/h. The left-hand side diagram of Figure 3 shows the
performance of SU-MIMO. It can be seen that CLSM per-
forms close to SVD precoding if a single receive antenna
Mu,i = 1 is employed, while the throughput loss dis-
tinctly grows when Mu,i > 1. Antenna subset selection is
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Figure 3 Cell throughput achieved with SU-MIMO (left) and MU-MIMO (right), without distributed antennas. Empirical cumulative density
functions of the cell throughput obtained with SU-MIMO and MU-MIMO transmission in a cellular network without distributed antennas, and a total
of eight transmit antennas. The performance with one, two, or four receive antennas per user is compared. The maximum Doppler frequency equals
fd = 10Hz. The SU-MIMO transmission is based on SVD precoding and equalization, or CLSM without antenna subset selection and ZF equalization.
The MU-MIMO transmission is based on ZF precoding and MET or QBC antenna combining, with perfect and quantized CSIT.
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not considered in case of a centralized system, because all
channel gains are equal.
The right-hand side diagram of Figure 3 shows ecdfs

of the cell throughput achieved with MU-MIMO. Mem-
oryless quantization, using QBC and the RCDQ feedback
algorithm, is far from the possible performance achieved
with perfect channel knowledge.c This is due to the resid-
ual in-cell interference caused by the quantization error.
With multiple receive antennas, the throughput gap can
be reduced, because the quantization-based combining
algorithm reduces the quantization error.
When differential quantization is employed, utilizing

the APCDQ algorithm, the performance loss can be
markedly reduced. For Mu,i ∈ {1, 2} and at fd = 10Hz,
the APCDQ algorithm is employed in combination with
MET. Here, the algorithm already provides accurate CSIT
and it is better to exploit the channel gain improvement
provided by MET instead of the quantization accuracy
improvement of QBC. With Mu,i = 4 receive anten-
nas, it was observed that tracking the strongest eigen-
mode of the channel matrix utilizing APCDQ causes
a larger error than tracking the channel direction of
a single-receive antenna system. We believe the rea-
son is that over time the magnitudes of the singu-
lar values of the channel matrix change, and thus the
strongest eigenmode switches between different eigen-
modes, causing the APCDQ algorithm to predict the
effective channel direction wrongly. The increased quan-
tization error is compensated by employing dominant
subspace quantization-based combining, restricted to the

k = 2 dominant eigendimensions, instead of MET if
Mu,i = 4. At fd = 50Hz, the best performance is obtained
when combining APCDQ with QBC for Mu,i = 2, and
with dominant subspace QBC and k = 3 forMu,i = 4.
The empirical cdfs of the distributed 2 − 2/3 system

are shown in Figure 4. Similar to the centralized system,
there is a large throughput gap between CLSM based SU-
MIMO and the performance promised by SVD precoding
if Mu,i > 1, as shown in the left-hand side diagram of
Figure 4. But, in contrast to the 8 − 0/0 DAS, this gap can
be strongly reduced by means of transmit antenna subset
selection. A very similar, even larger gain, is possible by
exploiting knowledge about the channel gains in the MU-
MIMO system, when employing correlated RCDQ instead
of RCDQ; see the right-hand side diagram of Figure 4. The
reason for this behavior is that in a DAS at most user posi-
tions large path loss differences between different RRUs
exist. Thus, the DAS enables the users to mainly concen-
trate their feedback bits on the dominant set of antennas,
because the RRUs with weak channel gains hardly con-
tribute to the effective channel direction of a user. For the
same reason also the problem of the APCDQ algorithm
in tracking the strongest eigenmode vanishes, and MET is
employed for all considered numbers of receive antennas
Mu,i ∈ {1, 2, 4}.
A comparison of SU-MIMO employing CLSM with

antenna subset selection, and MU-MIMO utilizing cor-
related RCDQ and APCDQ is shown in Figure 5, in
terms of ASE. The memoryless quantization algorithms
do not depend on the temporal correlation of the wireless
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Figure 4 Cell throughput achieved with SU-MIMO (left) and MU-MIMO (right), with distributed antennas. Empirical cumulative density
functions of the cell throughput obtained with SU-MIMO and MU-MIMO transmission in a cellular network with three distributed antenna arrays
and one central antenna array, giving a total of eight transmit antennas. The performance with one, two, or four receive antennas per user is
compared. The maximum Doppler frequency equals fd = 10Hz. The SU-MIMO transmission is based on SVD precoding and equalization, or CLSM
with/without antenna subset selection and ZF equalization. The MU-MIMO transmission is based on ZF precoding and MET or QBC receive antenna
combining, with perfect and quantized CSIT.
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Figure 5 Comparison of the ASE achieved with SU-MIMO and
MU-MIMO employing different CSI feedback algorithms. Area
spectral efficiency obtained with SU-MIMO and MU-MIMO
transmission utilizing the presented CSI feedback algorithms. The
performance of the 2 − 2/3 DAS configuration is compared to the
one achieved in the centralized 8 − 0/0 system.

channel, results are thus only shown for fd = 10Hz.
The APCDQ algorithm exploits temporal channel corre-
lation to improve the quantization accuracy. Therefore,
the achieved throughput with APCDQ depends on the
Doppler frequency as demonstrated in the figure, by con-
trasting ASEs at fd = 10Hz and fd = 50Hz. Considering
the results achieved with CLSM, it can be seen that the
gain of employing distributed antennas depends on the
number of receive antennas, but is only in the order of 15
to 30%. For MU-MIMO, this gain is markedly increased;
with memoryless quantization it is in the order of 150%,
while differential quantization performs around 75% bet-
ter with distributed antennas.
A cross-comparison of single-user and multi-user

spatial multiplexing shows that, with the considered quan-
tization codebook size and memoryless quantization,
MU-MIMO is only advantageous in the DAS and not in
the centralized system. But note that the potential perfor-
mance improvement achieved by increasing the codebook
size is larger for multi-user RCDQ than for single-user
CLSM, because the gap to perfect channel knowledge is
larger (see Figure 3).
With APCDQ, the throughput of the MU-MIMO

system is improved, especially in low-mobility scenar-
ios, such that it always outperforms SU-MIMO at the
considered Doppler frequencies. When fd = 50Hz,
which corresponds to a speed of 25 km/h, the gain of
APCDQ compared to CLSM in the centralized system
with four receive antennas drops almost to zero. Thus,

with moderate feedback overhead the scope of MU-
MIMO is confined to low to moderate mobility scenarios.
As a final remark it should be mentioned that the pre-

sented results favor MU-MIMO, because a CSI feedback
delay of zero is assumed. The sensitivity with respect to
out-dated feedback is clearly larger for MU-MIMO than
for SU-MIMO. Still, in low to moderate mobility scenar-
ios, a reasonable feedback delay can be compensated by
prediction algorithms at the receivers [30], thus justifying
the validity of the presented results.

5 Conclusion
In this article, cellular networks employing distributed
antennas are investigated by means of LTE standard
compliant Şhybrid link/system level simulations. The
throughput performance of distributed antenna systems
and centralized systems, having all available transmit
antennas collocated at the central base station, is com-
pared. The work contrasts single-user spatial multiplex-
ing, where multiple data streams are sent in parallel to a
single receiver, and multi-user spatial multiplexing, which
serves multiple users in parallel with a single stream per
user, utilizing theMIMO capabilities of the system. Differ-
ent receive antenna combining techniques are considered
for MU-MIMO.
Several approaches for limited feedback applied to dis-

tributed antennas are analyzed in this study as well. The
impact of exploiting side information on the average large-
scale fading is considered, and shown to considerably
improve the CSI quantizer performance.
With perfect channel state information at the base sta-

tion, it turns out that SU-MIMOonly gains from distribut-
ing antennas over the cell area, if the number of receive
antennas is less than or equal to the number of antennas
at the RRUs. In this case, the macroscopic diversity gain
provided by the DAS can be fully exploited. On the other
hand, if the antenna array at the receiver is larger than
those used at the RRUs, the DAS can often not support
the multiplexing capabilities of the receiver. Then better
performance is achieved if all available antennas are collo-
cated at the central base station. With quantized channel
state information only being available at the base station,
the situation changes in favor of the DAS. Utilizing the
LTE-A-specified precoder codebook together with a sim-
ple transmit antenna subset selection algorithm, gains in
the order of 20% in terms of ASE are observed.
When the system employs MU-MIMO with single

stream transmission per user, the DAS clearly outper-
forms the centralized system, if perfect CSIT is available,
due to the improved macro-diversity. If side-information
about the path loss with respect to the individual RRUs
is available at the base station, the same holds true with
quantized CSIT.
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A cross-comparison of single-user andmulti-user trans-
mission demonstrates a large ASE gain of MU-MIMO, if
sufficiently accurate CSIT is available. The required CSIT
accuracy is easier to obtain in the DAS, if side-information
about large-scale fading is exploited.

Endnotes
aA p × q matrix U with q ≤ p is called semi-unitary if

UHU = Iq.
bNote the different definitions of our channel matrices

Hu,i and those used by Jindal [23]. Our matrix equals the
conjugate-transpose of their definition.

cRCDQ and correlated RCDQ are equal in the central-
ized system, because the channel gains with respect to all
antennas are equal.

Appendix: Out-of-cell interferencemodel
In this section, we provide the detailed parameters of the
Gamma distribution model for the out-of-cell interfer-
ence, according to [6].

MU-MIMO
The out-of-cell interference is generated for each receive
antenna individually. Hence, we consider the vector chan-
nels determined by the individual rows of the matrixH(j)

u,i.
We denote an arbitrary row of H(j)

u,i as h
(j)
u,i

H. The received
signal on the considered antenna before the receiver
antenna combiner is thus given by

ru,i = hHu,iFu,ixu,i + hHu,i
Ui∑
k �=u

Fk,ixk,i +
I∑
j �=i

h(j)
u,i

HFjxj + zu,i.

(61)

The out-of-cell Gamma distribution model of [6] is based
on matching the first- and second-order moments of the
out-of-cell interference power to a Gamma distribution.
We thus have to compute thesemoments first. The instan-
taneous out-of-cell interference power is given by

Iu,i =
I∑
j �=i

∥∥∥h(j)
u,i

HFj
∥∥∥2 =

I∑
j �=i

Uj∑
k=1

|h(j)
u,i

Hfk,j|2. (62)

According to ([6], Proposition 11), the first- and second-
order moments of |h(j)

u,i
Hfk,j|2 are given by (note that there

is a typo in ([6], Proposition 11)

μ
(j)
u,i = 1

Nj

Nj∑
n=1

Pj
Uj

γ
(n,j)
u,i = 1

Nj

Nj∑
n=1

σ
(n,j)
u,i

2
, (63)

σ
(j)
u,i

2= Nj − 1
N2
j (Nj + 1)

⎛
⎝2 Nj∑

n=1
σ

(n,j)
u,i

4 +
Nj∑
n=1

∑
l �=n

σ
(n,j)
u,i

2
σ

(l,j)
u,i

2
⎞
⎠ .

(64)

The Gamma approximation of one interference term
according to ([6], Lemma 7) equals

|h(j)
u,i

Hfk,j|2 ∼ �
(
k(j)
u,i, θ

(j)
u,i

)
,

k(j)
u,i = μ

(j)
u,i

2

σ
(j)
u,i

2 , θ
(j)
u,i = σ

(j)
u,i

2

μ
(j)
u,i

.
(65)

Using Proposition 8 in [6], the sum interference in (62) can
be matched with yet another Gamma random variable,
whose parameters are given by

Iu,i ∼ �
(
ku,i, θu,i

)
,

ku,i =
(∑

j �=i Ujk
(j)
u,iθ

(j)
u,i

)2
∑

j �=i Ujk
(j)
u,iθ

(j)
u,i

2 , θu,i =
∑

j �=i Ujk
(j)
u,iθ

(j)
u,i

2

∑
j �=i Ujk

(j)
u,iθ

(j)
u,i

.

(66)

In our simulations wet set Uj = Nj,∀j �= i and Pj = P,∀j.

SU-MIMO
With SU-MIMO, the out-of-cell interference power is
given by

Iu,i =
I∑
j �=i

∥∥∥h(j)
u,i

HFj
∥∥∥2 =

I∑
j �=i

�j∑
�=1

|h(j)
u,i

Hf�,j|2. (67)

The difference to MU-MIMO is that the second sum
above now goes over the streams of a single user and
not over the streams of different users. Hence, also the
precoder Fj ∈ C

Nj×�j is different. It cannot be assumed
that the columns of Fj are independent and isotropi-
cally distributed as in [6], but the precoding matrix is
semi-unitary, i.e.,

FHj Fj = Pj
�j
I. (68)

For a fixed channel h(j)
u,i and assuming Fj to be isotrop-

ically distributed on G
(
Nj, �j

)
, it is know that the

term �j
Pj

∥∥∥FHj h(j)
u,i

∥∥∥2∥∥∥h(j)
u,i

∥∥∥2 is beta distributed with parameters

β
(
�j,Nj − �j

)
[46] (after generalization to the complex-

valued case). Using the properties of a beta distribution,
the conditional mean and variance of one interference
term are obtained as

μ|h(j)
u,i

:= E

(∥∥∥h(j)
u,i

HFj
∥∥∥2 ∣∣∣h(j)

u,i

)

= Pj
�j

∥∥∥h(j)
u,i

∥∥∥2 E (β (�j,Nj − �j
))

= Pj
�j

∥∥∥h(j)
u,i

∥∥∥2 �j

Nj
= Pj

Nj

∥∥∥h(j)
u,i

∥∥∥2 .
(69)
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var|h(j)
u,i

:= var
(∥∥∥h(j)

u,i
HFj
∥∥∥2 ∣∣∣h(j)

u,i

)

=
(Pj

�j

)2 ∥∥∥h(j)
u,i

∥∥∥4 �j(Nj − �j)

N2
j (Nj + 1)

= Nj − �j

�j(Nj + 1)
μ2

|h(j)
u,i
.

(70)

Using ([6], Proposition 11), the conditioning on h(j)
u,i can be

removed, leading to the moments

μ
(j)
u,i = 1

Nj

Nj∑
n=1

Pjγ
(n,j)
u,i = 1

Nj

Nj∑
n=1

σ
(n,j)
u,i

2
, (71)

σ
(j)
u,i

2 = Nj − �j

N2
j �j(Nj + 1)

×
⎛
⎝2 Nj∑

n=1
σ

(n,j)
u,i

4 +
Nj∑
n=1

∑
l �=n

σ
(n,j)
u,i

2
σ

(l,j)
u,i

2
⎞
⎠ .

(72)

The difference compared to MU-MIMO is a missing fac-
tor of 1/Uj in σ

(n,j)
u,i

2
, and the different pre-factor in σ

(j)
u,i

2
.

With ([6], Proposition 8) we obtain the Gamma match for
the sum interference

Iu,i ∼ �
(
ku,i, θu,i

)
, (73)

ku,i =
(∑

j �=i k
(j)
u,iθ

(j)
u,i

)2
∑

j �=i k
(j)
u,iθ

(j)
u,i

2 , θu,i =
∑

j �=i k
(j)
u,iθ

(j)
u,i

2

∑
j �=i k

(j)
u,iθ

(j)
u,i

,

k(j)
u,i = μ

(j)
u,i

2

σ
(j)
u,i

2 , θ
(j)
u,i = σ

(j)
u,i

2

μ
(j)
u,i

. (74)
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