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Speech recognition in reverberant and noisy
environments employing multiple feature
extractors and i-vector speaker adaptation
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Abstract

The REVERB challenge provides a common framework for the evaluation of feature extraction techniques in the
presence of both reverberation and additive background noise. State-of-the-art speech recognition systems perform
well in controlled environments, but their performance degrades in realistic acoustical conditions, especially in real
as well as simulated reverberant environments. In this contribution, we utilize multiple feature extractors including
the conventional mel-filterbank, multi-taper spectrum estimation-based mel-filterbank, robust mel and compressive
gammachirp filterbank, iterative deconvolution-based dereverberated mel-filterbank, and maximum likelihood
inverse filtering-based dereverberated mel-frequency cepstral coefficient features for speech recognition with
multi-condition training data. In order to improve speech recognition performance, we combine their results using
ROVER (Recognizer Output Voting Error Reduction). For two- and eight-channel tasks, to get benefited from the
multi-channel data, we also use ROVER, instead of the multi-microphone signal processing method, to reduce word
error rate by selecting the best scoring word at each channel. As in a previous work, we also apply i-vector-based
speaker adaptation which was found effective. In speech recognition task, speaker adaptation tries to reduce mismatch
between the training and test speakers. Speech recognition experiments are conducted on the REVERB challenge 2014
corpora using the Kaldi recognizer. In our experiments, we use both utterance-based batch processing and full batch
processing. In the single-channel task, full batch processing reduced word error rate (WER) from 10.0 to 9.3 % on
SimData as compared to utterance-based batch processing. Using full batch processing, we obtained an average WER
of 9.0 and 23.4 % on the SimData and RealData, respectively, for the two-channel task, whereas for the eight-channel
task on the SimData and RealData, the average WERs found were 8.9 and 21.7 %, respectively.
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1 Introduction
A key component in hands-free man-machine interaction
is the automatic speech recognition (ASR). State-of-the-
art speech recognition systems are based on statistical
acoustic models. These acoustic models are usually
trained in a clean and controlled environment. In many
applications, speech recognition systems are deployed in
reverberant environments. The speech signal can be
highly distorted by this room reverberation. Consequently,
the performance of speech recognition systems trained on
clean data degrades severely in reverberant environments
because of the mismatch between the training and the test
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conditions. Reverberation is a phenomenon where delayed
and attenuated versions of a signal are added to itself and
typically modeled as a linear filtering of a signal in the
time domain. Compensation of the acoustic reverberant
environment is usually done by dereverberation, which
can be obtained by inverse filtering the impulse response
of the room [1, 2]. Dereverberation can be single channel
or multi-channel. The most efficient way of compensating
for environmental mismatch due to acoustic reverberation
is to train acoustic models using multi-condition/multi-
style training data [3]. In a multi-style training condition,
acoustic models are trained on clean plus noisy (due to re-
verberation and additive background noise) data and test-
ing is done on all test data. The goal of multi-style
training is to create matched training/test environments.
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Although it is expensive to obtain enough representation
noisy data that can cover a wide range of noise types,
signal-to-noise ratios, and reverberation times, it is an ef-
fective method for mismatch compensation [4].
A wide variety of transformations and feature extrac-

tion steps has already been employed in Gaussian mix-
ture model-hidden Markov model (GMM-HMM)-based
speech recognition systems to extract and normalize the
information contained in the input speech signal as effi-
ciently as possible. Recently, the development of deep
neural network (DNN)-based effective acoustic model
training methods made it possible for the acoustic model
to learn relationships between features and phonemes to
a higher extent than it is possible with mutually imple-
mented feature transformation steps [5]. The DNNs are
less sensitive to the increase in the input dimensionality
than GMMs. Therefore, in DNNs, a richer set of features
can be exploited than conventional low-dimensional fea-
ture vectors, such as mel-frequency cepstral coefficients
(MFCCs) and perceptual linear prediction (PLP) coeffi-
cients. In particular, in the DNN-HMM framework, the
log mel-filterbank (MFB) features have been shown to
provide improved recognition accuracy than the MFCC
and PLP features in clean as well as in noisy environ-
ments [6–8]. Also, The DNN-HMM hybrid architecture
with filterbank features has been shown to outperform
the GMM-HMM speech recognition framework with
MFCC and PLP features [9, 10].
In this work, we use a hybrid DNN-HMM architecture

with several variants of filterbank features and one ceps-
tral feature (maximum likelihood inverse filtering-based
dereverberated (MLIFD) cepstral coefficients) for the
REVERB challenge 2014 tasks.
For the REVERB challenge, we use multi-condition

training data for mismatch compensation due to differ-
ent room impulse responses (RIRs), signal-to-noise ra-
tios, and different channel conditions. We develop seven
recognition systems using the Kaldi toolkit based on the
following seven features:

� Conventional mel-filterbank (MFB) with log
compression,

� Multi-taper spectrum estimator-based mel-filterbank
(MMFB) with logarithmic nonlinearity (MMFBl),

� MMFB with power-law nonlinearity (MMFBp),
� Robust compressive gammachirp filterbank (RCGFB),
� Robust mel-filterbank (RMFB),
� Iterative deconvolution-based dereverberated MFB

(ITD-MFB), and
� Maximum likelihood inverse filtering-based dere-

verberated (MLIFD) cepstral coefficients.

We combine the results of all seven systems to get the
lowest possible word error rates (WERs). For multi-channel
tasks, we also exploit ROVER (Recognizer Output Voting
Error Reduction), instead of the multi-microphone signal
processing methods such as beamforming, to choose the
best scoring word (with the highest number of votes) at
each channel of the multi-channel task. ROVER seeks to
reduce the WERs by exploiting differences in the nature
of error made by multiple recognition systems [11].
ROVER has also been exploited in [12] to reduce WERs
in the REVERB challenge tasks.
Speaker adaptation in speech recognition task helps to

reduce the mismatch between the training and test
speakers and results in improved recognition perform-
ance for test speakers. In [13], it was shown that an
i-vector characterizing a speaker can be used as an add-
itional input to the feature layer of the DNNs in order to
adapt the DNN to the speaker. This adaptation was
found to be effective and helped to boost the perform-
ance by approximately 2.0 %. In this work, we also in-
corporate this adaptation method.
For the two-channel and eight-channel tasks, we do

not apply any multi-microphone signal processing algo-
rithms for doing the dereverberation, but rather, we
utilize ROVER to combine the results from all two and
all eight channels, respectively, to get the best possible
results. This is found effective and helps to reduce the
WER by 1~3 %.
The rest of the article is organized as follows: We first

describe the various cepstral, filterbank feature extrac-
tion and single-channel dereverberation techniques con-
sidered in this work in Section 2. In Section 3, we
provide a brief description on how to train and extract
low-dimensional i-vectors from the training and test re-
cordings. The DNN-HMM-based training and decoding
algorithms have been presented in Section 4, and in Sec-
tion 5, the experimental results are reported and dis-
cussed. The article is concluded in Section 6.
2 Feature extractors
Extraction of useful information from speech has been
a subject of active research for many decades. The first
step in an automatic speech recognition system is a
feature extractor which transforms a raw signal into a
compact representation. The most popular features used
in a GMM-HMM recognizer are MFCCs, and the mel-
filterbank energy is the widely used feature in a DNN-
HMM recognizer. In this section, we describe the features
(cepstral as well as filterbank) and single-channel blind
dereverberation algorithms used in the REVERB challenge
2014.
2.1 Multi-taper filterbank features
The most often used power spectrum estimation method
in speech processing applications is a windowed direct
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spectrum estimator, and it can be expressed mathemat-
ically as

Ŝd fð Þ ¼
XN−1

j¼0

w jð Þs jð Þe−i2πjfN

�����
�����
2

; ð1Þ

where f ∈ {0, 1,⋯, K − 1} denotes the discrete fre-
quency index, N is the frame length, s(j) is the time-
domain speech signal, and w(j) denotes the time-domain
window function, also known as the taper. The taper,
such as the Hamming window, is usually symmetric and
decreases towards the frame boundaries.
Windowing reduces the bias (the bias of a spectrum es-

timator θ̂ is defined as the expected difference between
the estimated value and the true value of the spectrum θ

being estimated and is defined as bias θ̂
� �

¼ E θ̂−θ
� �h i

),

but it does not reduce the variance of the spectral estimate
[14, 15]; therefore, the variance of the cepstral/filterbank
features computed from this estimated spectrum remains
large.
One way to reduce the variance is to replace the win-

dowed periodogram estimate by a so-called multi-taper
spectrum estimate [14, 15]. It is given by

ŜMT fð Þ ¼
XM
p¼1

λ pð Þ
XN−1

j¼0

wp jð Þs jð Þe−i2πjf
N

�����
�����
2

; ð2Þ

where wp is the p-th data taper (p = 1, 2,…, M) used
for the spectral estimate ŜMT(⋅), also known as the p-th
eigenspectrum. Here, M denotes the number of tapers,
and λ(p) is the weight of the p-th taper. The tapers wp(j)
are typically chosen to be orthonormal so that, for all p
and q,

X
j
wp jð Þwq jð Þ ¼ δpq ¼ 1; p ¼ q

0; otherwise:

�

The multi-taper spectrum estimate is therefore ob-
tained as the weighted average of M individual spectra.
A multi-taper spectrum estimator is somewhat similar
to averaging the spectra from a variety of conventional
tapers such as Hamming and Hann tapers, but in this
case, there will be strong redundancy as the different ta-
pers are highly correlated (they have a common time-
domain shape).
Figure 1 depicts the multi-taper spectrum estimation

process from a frame of speech signal with M = 6 or-
thogonal tapers. Unlike conventional tapers, the M
orthonormal tapers used in a multi-taper spectrum esti-
mator provide M statistically independent (hence uncor-
related) estimates of the underlying spectrum. The
weighted average of the M individual spectral estimates
ŜMT(f ) then has smaller variance than that of the single-
taper spectrum estimates Ŝd(f ) by a factor that ap-

proaches 1/M, i.e., var ŜMT fð Þ� �
≈ 1

M var Ŝd fð Þ� �
[14]. Ac-

cording to [16], variance in the feature vectors has a
direct bearing to the variance of the Gaussian modeling
speech classes. In general, reduction in feature vector
variance increases class separability and thereby increases
recognition accuracy [16]. Multi-taper mel-filterbank
(MMFB) features are then computed from a multiple win-
dowed (e.g., Thomson) spectrum estimate instead of the
Hamming windowed periodogram estimate as used in the
conventional mel-filterbank (MFB)/cepstral features. The
motivation behind using the multi-taper method in the
REVERB challenge 2015 tasks is its improved speaker rec-
ognition performance on the microphone speech portions
of the NIST-SRE corpora [14, 15]. In this work, two vari-
ants of MMFB are used:
MMFBl: MMFB features with logarithmic nonlinearity
MMFBp: MMFB features with power function nonlinearity
In this work, we use the Thomson multi-taper method.

In the Thomson multi-taper method, a set of M ortho-
normal data tapers with good leakage properties are spe-
cified from the Slepian sequences [17]. Slepian sequences
are defined as the real, unit-energy sequences on [0,
N − 1] having the greatest energy in a bandwidth B. Sle-
pian taper can be shown to be the solutions to the
following eigenvalue problem:

Anjw
p
j ¼ νpwp

n;

where 0 ≤ n ≤ N − 1, 0 ≤ j ≤ N − 1, Anj ¼ sin2πW n−jð Þ
π n−jð Þ is

a real symmetric Toeplitz matrix, 0 < νp ≤ 1 is the p-th
eigenvalue corresponding to the p-th eigenvector wp

n

known as the Slepian taper, W is the half frequency
bandwidth, and λ(p) = νp, p = 1, 2,…, M. Slepian se-
quences (or DPSS), proposed by D. Slepian in [17], were
chosen as tapers in [18] as these tapers are mutually
orthonormal and possess desirable spectral concentra-
tion properties (i.e., it has the highest concentration of
energy in the user-defined frequency interval (−W, W)).
The first taper in the set of Slepian sequences is de-
signed to produce a direct spectral estimator with mini-
mum broadband bias (bias caused by leakage via the
sidelobes). The higher order tapers ensure minimum
broadband bias while being orthogonal to all lower order
tapers. The tapers and taper weights in this method can
be obtained using the following MATLAB function:

w λ½ � ¼ dpss N ; β; Mð Þ;

where β is the time half bandwidth product. The
optimum number of tapers for a continuous speech
recognition task was found to be M = 6 [4, 14, 15] and
β = 3.0.



Fig. 1 Block diagram of multi-taper spectrum estimation method [14]
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Both of the MMFB features were normalized using the
short-time mean and scale normalization (STMSN)
method [19] with a sliding window of 1.5 s duration.
Our baseline system uses conventional MFB features ex-
tracted using the Kaldi toolkit [20]. Various steps for the
extraction of MMFB features are shown in Fig. 2. MFB
features can be obtained as a special case of MMFB
features from Fig. 2 by selecting the number of taper
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Fig. 2 Block diagram showing various steps for the extraction of multi-tape
conventional mel-filterbank (MFB) features when the number of taper M =
M = 1, taper weights λ(p) = 1, and wp(j) as the symmet-
ric Hamming taper.
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compressive gammachirp filterbank cepstral coefficient
(RCGCC) features proposed in [21]. The main motiv-
ation for using RCGFB and RMFB feature extractors in
the REVERB challenge 2014 tasks is the better recogni-
tion accuracy obtained by the RCGCC features on the
AURORA-5 and AURORA-4 corpora which represents
reverberant acoustic conditions and additive noise as
well as different microphone channel conditions, re-
spectively [21, 22].
Figure 3 presents the block diagram for the RCGFB

and RMFB feature extractors that incorporate a sigmoid
shape suppression rule based on subband a posteriori
signal-to-noise ratios (SNRs) in order to enhance the
auditory spectrum.
The sigmoid-shaped weighting rule H(k, m) to enhance

the auditory spectrum Sas(k, m) based on the subband a
posteriori SNR (in dB) γsb(k, m) can be formulated as [2]

H k;mð Þ ¼ 1

1þ e−
γsb k;mð Þ−5

τ

; ð3Þ

where k is the subband index, m is the frame index, τ
is a parameter that controls the lower limit of the
weighting function, γsb(k, m) is defined as

γsb k;mð Þ ¼ max 10 log10
Sas k;mð Þ
N as k;mð Þ
� 	

;−4:0
� 	

; ð4Þ

and Nas(k, m) is the noise power spectrum mapped onto
the auditory frequency axis. In order to remove the
Fig. 3 Robust compressive gammachirp filterbank (RCGFB) and
robust mel-filterbank (RMFB) feature extraction process
outliers from the weighting factor H(k, m), as given by Eq.
(3), due to noise variability, we use a two-dimensional me-
dian filter. For smoothing the decision regions, a two-
dimensional moving average filter is also applied [21, 22].
Noise power spectrum estimation from the noisy speech

signal plays a very important rule in noise reduction/
speech enhancement algorithms. Here, we use a minimum
mean square error (MMSE)-soft speech presence probabil-
ity (SPP) (MMSE-SPP)-based noise estimation approach,
proposed in [23], for estimation of noise power spectra. In
this method, the initial estimate of the noise power
spectrum is computed by averaging the first ten frames of
the speech spectrum. The advantage of this method is that
it does not require a bias correction term as required by a
MMSE-based noise spectrum estimation method; it also
results in less overestimation of noise power and is compu-
tationally less expensive [24]. The reason behind choosing
the MMSE-SPP-based noise spectrum estimation method
is that it is computationally simple and requires only one
parameter to be tuned.
RCGFB utilizes a power function nonlinearity with a co-

efficient of 0.07 to approximate the loudness nonlinearity
of human perception, whereas RMFB uses a logarithmic
nonlinearity. For feature normalization, a short-term mean
and scale normalization (STMSN) technique is used with
a sliding window of 1.5 s. Under mismatched conditions,
STMSN helps to remove the difference of log spectrum
between the training and test environments by adjusting
the short-term mean and scale [19].
2.3 Iterative deconvolution-based features
A general nonnegative matrix factorization (NMF)
framework decomposes spectra of reverberated speech
in to those of the clean and room impulse response fil-
ter. An iterative least squares deconvolution technique
can be employed for spectral factorization [25]. The
iterative deconvolution (ITD)-based dereverberated
mel-filterbank feature extraction method is presented
in Fig. 4. It was introduced in [25]. A gammatone
Fig. 4 Iterative deconvolution (ITD)-based dereverberated MFB (ITD-MFB)
feature extraction
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filterbank integrated auditory spectrum is computed for
each windowed frame. ITD is then applied to each sub-
band in the gammatone frequency domain. ITD, an itera-
tive least squares approach that minimizes the errors [25]

ek ¼
X
i

S i; kð Þ−
X
m

X m; kð ÞHr i−m; kð Þ
 !2

; ð5Þ

initialized by NMF, is used to estimate the clean signal
X(m, k) and room impulse response Hr(k, m) from the
reverberated signal S(m, k) where k is the subband index
and m is the frame index. After reconstructing the dere-
verberated signal, 23-dimensional mel-filterbank features
are then computed using the Kaldi toolkit [4].

2.4 Maximum likelihood inverse filtering-based
dereverberated features
Maximum likelihood inverse filtering-based dereverbera-
tion of a reverberated signal in the cepstral domain, pro-
posed in [2], is shown in Fig. 5. The purpose of cepstral
post-filtering is to partially decorrelate the features. If
P (P(z) = 1/(1 + pz−1)) is an inverse impulse response
(IIR) dereverberation filter of M taps long, then the
dereverberated cepstral features cd[m] can be given as

cd m½ � ¼ c m½ �−
XM−1

k¼1

p k½ �cd m−k½ �; ð6Þ

where m is the frame index, and c[m] is the cepstral fea-
tures of the m-th frame of a reverberated speech signal.
Parameters that best describe P can be obtained by

maximizing the log likelihood with respect to the Gauss-
ian mixture models (GMM) for all the frames of the
speech [2]. A common approximation in GMMs is to re-
place overall GMM likelihood score by the top N scoring
Gaussian density among the set of Gaussian mixtures
[2]. Here, similar to [2], we use top-1 approximation for
filter updates. We apply cepstral mean normalization
(CMN) to remove any constant additive shift in the
Fig. 5 Maximum likelihood inverse filtering-based dereverberated
(MLIFD) MFCC feature extraction [4]
cepstral features and to partially decorrelate the features
cepstral post filtering (CPF) [26] is used.

3 Training and extraction of i-vectors
A state-of-the-art speaker verification system is based on
the low-dimensional i-vector representation of speech
recordings. The i-vector extraction idea is based on a
simplified version of joint factor analysis (JFA) [27, 28].
Contrary to JFA, different sessions of the same speaker
are considered to be produced by different speakers. Ra-
ther than making a distinction between the speaker and
channel effects, the total variability space in the i-vector
extraction method simultaneously captures the speaker
and channel variabilities [27, 28]. Given a C component
GMM-UBM (universal background models) model λ
with λc = {wc, μc, Σc}, c = 1, 2,…, C (wc, μc, and Σc repre-
sent the mixture weight, mean vector, and covariance of
the c-th Gaussian component, respectively) and an utter-
ance having a sequence of T feature frames {y1, y2,…, yT},
the zeroth- and centered first-order sufficient statistics
(Baum-Welch statistics) on the UBM need to be com-
puted for i-vector modeling:

Nc ¼
XT
k¼1

p cjyk ; λ
� �

Fc ¼
XT
k¼1

p cjyk ; λ
� �

yk−μc
� �

: ð7Þ

The speaker and channel-dependent i-vector model
can be expressed as

M ¼ μc þ Tθ; ð8Þ
where M is a supervector constructed by appending

together the first-order statistics for each mixture com-
ponent c, and the columns of the low rank total variabil-
ity matrix T span the subspace where most of the
speaker-specific information lives (along with channel ef-
fects). The posterior of θ is assumed to have standard
normal distribution. For each speech recording r, an
i-vector ir is obtained as the MAP estimate of θ and is
given by the following equation:

ir ¼ B−1TtΣ−1F ; ð9Þ
where B = I + TtΣ−1ÑT is the precision matrix, Σ is a

block diagonal covariance matrix with blocks given by
the covariance matrices of the UBM, I is the identity
matrix, and Ñ and F indicate the zeroth- and first-order
sufficient statistics, respectively, of an utterance [27, 29].
The various steps of the i-vector extraction process

from the MFCC features are shown in Fig. 6. The fea-
tures used for i-vector extraction are the 60-dimensional
multi-taper MFCCs (MMFCCs) including the zeroth



Fig. 6 An i-vector extractor [4]
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cepstral coefficients and delta and double delta features.
The 512-component diagonal UBM was trained on all
the training data. For training the i-vector extractor (i.e.,
the total variability matrix T), we have used all the
multi-condition training data generated using the scripts
provided by the REVERB challenge 2014 organizer. A
speech recording is first diarized, and each speaker clus-
ter is represented by an i-vector. For this task, we have
generated both speaker-specific and utterance-specific
i-vectors [3, 4]. Acoustic feature vectors are augmented
by the corresponding i-vectors before being applied to
the DNN.
4 Algorithms used in training and decoding
In order to get best possible results, we ran multiple rec-
ognition experiments with different features. We then
combined the decoded transcripts using ROVER, a rec-
ognition system combination software available from
NIST. All the training and decoding was done using the
Kaldi toolkit. Every recognizer used the DNN-HMM hy-
brid architecture. For all the DNNs that use TRAP
(TempoRAl Pattern) features [30] computed from filter-
bank features, we also input a 100-dimensional i-vector
[13] derived from all the utterances of the speaker. This
i-vector characterizing a speaker [27, 31] helps the DNN
to adapt to the speaker characteristics.
For decoding, we used a pruned trigram LM with

709K trigrams generated from Wall Street Journal lan-
guage model (LM) training data. The resulting lattices
were rescored using a larger trigram LM (with 3.15 mil-
lion trigrams) generated from the Wall Street LM train-
ing data. We used a vocabulary size of 20K words.
4.1 Training and test data
In REVERB challenge 2014, the task is to recognize read
speech in eight different acoustic conditions. Six of
which are simulated by convolving the WSJCAM0 cor-
pus [32] with three measured room impulse responses
(RIRs) at near- and far-field microphones and by adding
stationary noise from the same room at a signal-to-noise
ratio (SNR) of 20 dB (SimData). The other two condi-
tions (RealData) correspond to real recordings of
speakers in a reverberant meeting room at two micro-
phone distances with ambient, stationary noise taken
from the MC-WSJ-AV corpus [33]. The T60 times range
from 0.25 to 0.7 s. The T60 times are assumed to be un-
known at the test time. In all conditions, eight channels
of a circular microphone array are available, of which
the first is used as a reference channel. The SimData set
has 1484/2176 utterances from 20/20 speakers in the de-
velopment and evaluation data. The RealData set has
179/372 utterances from 5/10 speakers [34].
For training the DNN models, we use the multi-

condition training data generated from the clean training
data (WSJCAM0 corpus) using the scripts provided by the
organizer [32, 35]. The multi-condition training set con-
tains artificially distorted data similar to the SimData set.
It is of the same size as the clean WSJCAM0 training set,
containing 7861 utterances from 92 speakers. The RIRs
and noise types are chosen randomly with equal probabil-
ity. The total number of recordings in the training data is
70,155, and 594 utterances are held out in order to pro-
vide a cross-validation set for DNN training. The same
training and validation sets are used for training the DNN
for different feature parameters derived from the raw sig-
nal. This training data corresponds to training with 20K
vocabulary recognition tasks [32, 35].

4.2 Training with MFCC features
The maximum likelihood inverse filtering-based dere-
verberated MFCC features (i.e., MLIFD features) are
used to train a DNN-HMM hybrid system. In order to
train the DNN-HMM hybrid system, we first train a
GMM-HMM system with 3435 tied triphone states and
40K Gaussians. The training process uses the Kaldi tool-
kit [20], and the training process is similar to that out-
lined in [36]. In short, the GMM-HMM is trained on
features obtained by first normalizing MFCCs to zero
mean per speaker, then splicing together 7 frames of 13-
dimensional MFCCs and reducing them to 40 dimen-
sions through linear discriminant analysis (LDA) [37],
followed by a semi-tied covariance (STC) transform [38].
The resulting features are then transformed through a
feature space maximum likelihood linear regression
(FMLLR) transform [39]. The LDA + STC + FMLLR
[20, 37–40] transformed MFCC features are then used
to train the GMM-HMM system having 3435 tied



Fig. 7 Architecture of seven-layer DNN used with TRAP and
i-vector features
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triphone states and 40K Gaussians. The DNN is also
trained on the LDA + STC + FMLLR [20, 37–40] trans-
formed MFCC features. These features are globally nor-
malized to have zero mean and unit variance. The input
to the neural net is 11 frames (or 440 feature values).
The DNN is initialized with stacked RBMs. The resulting
DNN (with 5 hidden layers, 1024 neurons in each hid-
den layer, and 3435 outputs in the output layer) goes
through one iteration of sequence training with MPE
(minimum phone error) criteria. The training data is re-
aligned with the new DNN, and we go through two
more iterations of sequence training with the MPE cri-
teria. The resulting DNN-HMM hybrid system is then
used for recognition.

4.3 Training with filterbank features
For training DNN-HMM models from the baseline
(i.e., conventional mel-filterbank (MFB)) features, from
the MMFBl (multi-taper mel-filterbank with logarithmic
nonlinearity) and MMFBp (multi-taper mel-filterbank
with power-law nonlinearity), from the RCGFB (robust
compressive gammachirp filterbank) and RMFB (robust
mel-filterbank) features, and from the ITD-based dere-
verberated MFB (ITD-MFB) features, we generate 23-
dimensional filterbank features per frame for each of the
abovementioned front-ends. The process for generating
the DNN from these filterbank features is similar to that
outlined in [13] for the DNN-HMM system with speaker
adaptation. From the filterbank features, we compute
the TRAP features [30] as follows: we first normalize the
23-dimensional filterbank features to zero mean per
speaker. Then, 31 frames of these 23-dimensional filter-
bank features (15 frames on each side of current frame)
are spliced together to form a 713-dimensional feature
vector. This 713-dimensional feature vector is trans-
formed using a Hamming window (to emphasize the cen-
ter), passed through a discrete cosine transform, and the
dimensionality is reduced to 368. This 368-dimensional
feature vector is globally normalized to have zero mean
and unit variance. This normalized 368-dimensional fea-
ture vector together with a 100 dimensional i-vector [28]
(computed from the full utterance) is then input to the
seven-layer DNN as shown in Fig. 7. The i-vector was
length normalized by dividing the i-vector by the square
root of the sum of the squares of its elements. Note that
the un-normalized i-vectors are approximately Gaussia-
nized by length normalization [41]. The DNN has 5 hid-
den layers with 1024 neurons each, and the output
softmax layer has around 3500 outputs. The i-vector char-
acterizing a speaker is used as an additional input to the
feature layer in order to adapt the DNN to the speaker.
The resulting DNN was then used to re-align the training
data. This was then followed with four iterations of se-
quence training with the MMI criteria.
We generated DNNs with two different variants. In
the first variant, the i-vectors were computed from only
the current utterance. In the second variant, all the ut-
terances in one room per test condition corresponding
to the same speaker were used to compute the 100-
dimensional length-normalized i-vector for this speaker.
Note that we did not use data from other test condition/
conditions to perform feature normalization and adapta-
tion per room (Fig. 7).

4.4 Algorithm used for decoding
The decoding algorithm is slightly different depending
on whether we are doing utterance-based batch process-
ing or full batch processing. For the maximum likeli-
hood inverse filtering-based dereverberation (MLIFD)
features that use FMLLR transform, we only use full
batch processing, since we need to compute the FMLLR
transform for the speaker from all the utterances of the
speaker in the room. Computing the FMLLR transform
from a single short utterance gives poor results (we
need over 20 s of audio to estimate reasonable FMLLR
transforms).
For full batch processing, we first diarize all the utter-

ances in a room per test condition using a modified
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version of the multi-stage segmentation and clustering
system [42]. The modification is that each utterance cor-
responds to one speaker. There is no sub-segmentation
of the utterance. Filterbank features in each speaker
cluster are then normalized to zero. We also compute
one 100-dimensional length-normalized i-vector per
speaker [28].
For utterance-based batch processing, each utterance was

labeled as a different speaker, and an i-vector was com-
puted per utterance. In this case, the filterbank features are
normalized per utterance and the 100-dimensional length-
normalized i-vector is computed per utterance.

4.5 ROVER for combining the results
ROVER, developed by J. Fiscus of NIST [11], seeks to re-
duce word error rates for automatic speech recognition by
exploiting differences in the nature of the errors made by
multiple speech recognition systems. It works in two steps:

1. The outputs of several speech recognition systems
are first aligned, and a single word transcription
network (WTN) is built.

2. The second step consists of selecting the best
scoring word (with the highest number of votes) at
each node. The decision can also incorporate word
confidence scores if these are available for all
systems [11].

For the single-channel task, we use ROVER to com-
bine the results of all seven systems to get the lowest
possible word error rates (WERs). For the two-channel
and eight-channel tasks, we, in place of applying any
multi-microphone signal processing algorithms for doing
the dereverberation, exploit ROVER to combine the re-
sults from all two and all eight channels, respectively, to
get the best possible results.

5 Experiment results and discussion
The Kaldi recognizer [20] was used for training and rec-
ognition task. Experiments were carried out on the RE-
VERB challenge 2014 corpora [32, 33, 35, 43], and
results were reported on the all evaluation conditions for
the one-channel, two-channel, and eight-channel tasks.
Results reported here are only on the evaluation corpus.
Development corpus was used for tuning the system
parameters.

5.1 Results obtained with utterance-based batch
processing
For utterance-based batch processing, we decoded each
utterance using six different feature sets (baseline, MMFBl,
MMFBp, RMFB, RCGFB, and ITD-MFB), then combined
the six different results using ROVER (Recognizer Output
Voting Error Reduction). We did not use MLIFD features
as they provided poor results. In ROVER, we ignored the
timing information and just used the voting mechanism.
So for single-channel results, we combine six different re-
sults using ROVER. Table 1 (one-channel task) shows the
results for each feature and each room. The last row
shows the results after combining results from all six fea-
tures using ROVER. After ROVER, the average SimData
WER is 10.0 % and average RealData WER is 27.1 %. All
individual systems, except the MMFBp, outperformed the
baseline system, in terms of average WER, both in the
SimData and RealData tasks. Among the individual sys-
tems, ITD-MFB performed the best in SimData, and in
RealData, the RCGFB front-end provided lowest WER.
For the two-channel utterance-based recognition, the

only difference from one-channel processing is that for
each room, we combine the results for the two channels
using ROVER. Here, the individual feature parameter
WER is not going to be much different from that for the
one-channel case, since ROVER needs at least three in-
puts to reduce the WER significantly. However, when we
combine all the feature parameter outputs with ROVER
(last row), the combination is for 12 different recog-
nizers (2 channels × 6 features). The order of combin-
ation in ROVER is the order of the rows in Table 1
(two-channel task). As we can see from this table, the
average WER for SimData has reduced to 9.6 %, and for
RealData, the WER has reduced to 25.6 %. In the two-
channel task, except the MMFBp feature, all the features
provided reduced WERs both in SimData and RealData
tasks. The RCGFB and RMFB front-ends performed best
in RealData, whereas ITD-MFB performed best in SimData.
In the eight-channel utterance-based recognition, for

each feature parameter, we combine the results from all
eight channels using ROVER. The ordering of this com-
bination is from channel 1 to channel 8. We did not try
varying this order. Each row shows this combined result.
Combining eight channels with ROVER reduces the WER
significantly. For combining recognition results from all
the features (last row), there are 48 recognition outputs (8
channels × 6 features) to combine. The recognition out-
puts are combined in the same order as the rows in Table 1
(eight-channel task). That is, channels 1 through 8 of
RCGFB are combined first, followed by channels 1–8 of
MMFBl and so on. ROVER is somewhat sensitive to the
order of combination, so we combine the best systems
first. As we can see from the table, the average WER for
SimData has reduced to 9.1 %, and for RealData, the WER
has reduced to 24.0 %. In the eight-channel task, except
the MMFBp feature, all the systems outperformed the
baseline, in terms of average WER, in SimData as well as
in RealData tasks. Like the one-channel and two-channel
tasks, in the eight-channel task, the ITD-MFB feature
yielded the lowest WERs in SimData, and in RealData, the
MMFBl feature performed the best.



Table 1 WER obtained using utterance-based batch processing for one-channel, two-channel, and eight-channel tasks

SimData RealData

Room 1 Room 2 Room 3 Avg. Room 1 Avg.

Near Far Near Far Near Far Near Far

One-channel task

RCGFB 8.2 9.4 9.8 15 10.8 16.6 11.6 30.4 31.5 30.9

MMFBl 8.3 9.3 9.9 15.7 10.6 17.6 11.9 31.6 30.9 31.2

MMFBp 8.5 9.8 11.1 17.2 11.8 19.2 12.9 30.2 31.9 31

RMFB 8.4 9.1 9.7 15 10.8 17 11.6 31.8 31.3 31.5

ITD-MFB 7.6 8.8 10.4 14.5 9.8 16 11.1 31.9 33 32.4

Baseline 7.6 8.9 11.5 18.1 11.2 18.8 12.6 41 38 39.4

ROVER-all 7.1 8.1 8.9 12.9 9.2 13.8 10 27.2 26.9 27.1

Two-channel task

RCGFB 8.4 9.5 10.1 15.2 11.1 17.1 11.9 31.4 32.4 31.9

MMFBl 8.5 9.3 10.1 15.9 11.3 17.9 12.2 32.8 31.2 32

MMFBp 8.9 10 11 18.1 12.5 20.3 13.5 31.8 32.9 32.3

RMFB 8.4 9.1 10 15.4 10.8 17.3 11.9 32.6 31 31.8

ITD-MFB 7.8 9 10.5 15.1 10.4 16.1 11.5 33 32.6 32.8

Baseline 7.8 9.2 11.6 18.3 11.7 19.3 13 42.4 38.5 40.4

ROVER-all 7 7.8 8.4 12.1 9 13.2 9.6 25.5 25.7 25.6

Eight-channel task

RCGFB 8.1 9 9.1 14 10.3 15.3 11 27.9 28.7 28.3

MMFBl 8.1 8.7 9.3 14.3 10.1 15.8 11.1 28.4 27 27.7

MMFBp 8.4 9.2 10.2 16.1 11.4 18 12.2 27.5 28.7 28.1

RMFB 8.1 8.7 9.1 13.6 10 14.8 10.7 29.4 27.7 28.5

ITD-MFB 7.2 8.1 9.7 13.1 9.5 14.8 10.4 29.8 30.1 30

Baseline 7.6 8.4 10.6 17 10.6 17.9 12 37.8 36.8 37.3

ROVER-all 6.7 7.3 8.3 11.6 8.6 12.6 9.1 23.8 24.1 24
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5.2 Results obtained with full batch processing
There are a few differences between utterance-based batch
processing and full batch processing. In utterance-based
batch processing, we normalize the features of each utter-
ance to zero mean and compute a 100-dimensional
i-vector from this utterance. In full batch processing, we
normalize the features of each speaker in a room to zero
mean and compute a 100-dimensional i-vector from this
speaker in the room. In order to assign utterances in a
room to speakers, we carry out speaker diarization using a
modified version of the multi-stage segmentation and
clustering system [42] as described before.
In utterance-based batch processing, we computed i-

vectors separately for each utterance from three different
features, and the corresponding i-vector was used when
recognizing using that feature. In full batch processing,
we computed the i-vector for each speaker using the
multi-taper MFCC features and used these i-vectors
during training/recognition using other features. This
strategy did not work well. Only the WER for MMFBl

features went down while the results for other features
were worse than utterance-based processing. Therefore, we
used the results from utterance-based batch processing for
the other features (note MLIFD does not use i-vectors).
Another difference between utterance-based versus

full batch processing is that we are able to decode with
MLIFD features in full batch processing. The MLIFD
features for an utterance are transformed using LDA +
STC + FMLLR before input to the neural net. FMLLR
transform per utterance resulted in significant increase
in WER, and therefore, the MLIFD feature was not used
in utterance-based batch processing. In full batch pro-
cessing, the FMLLR is computed from all the utterances
of a speaker in the room. In this scenario, MLIFD fea-
tures gave very good results.
The single-channel results are shown in Table 2 (one-

channel task). In the last column of Table 2 (one-channel
task), we are combining results from seven different features



Table 2 WER obtained using full batch processing for one-channel, two-channel, and eight-channel tasks

SimData RealData

Room 1 Room 2 Room 3 Avg. Room 1 Avg.

Near Far Near Far Near Far Near Far

One-channel task

MLIFD 8 8.8 10.9 15.9 11.1 17.6 12 27 28 27.5

RCGFB 8.2 9.4 9.8 15 10.8 16.6 11.6 30.4 31.5 30.9

MMFBl 8.7 9.9 10.3 17.2 11.3 18.7 12.6 28.7 28.7 28.6

MMFBp 8.5 9.8 11.1 17.2 11.8 19.2 12.9 30.2 31.9 31

RMFB 8.4 9.1 9.7 15 10.8 17 11.6 31.8 31.3 31.5

ITD-MFB 7.6 8.8 10.4 14.5 9.8 16 11.1 31.9 33 32.4

Baseline 7.6 8.9 11.5 18.1 11.2 18.8 12.6 41 38 39.5

ROVER-all 6.7 7.3 8.4 11.8 8.7 12.7 9.3 23.8 24.8 24.3

Two-channel task

MLIFD 8.2 9 11.1 16.5 11.5 18.4 12.5 27.3 27.5 27.4

RCGFB 8.4 9.5 10.1 15.2 11.1 17.1 11.9 31.4 32.4 31.9

MMFBl 8.8 10.4 10.5 17.9 11.8 19.5 13.2 29.5 28.8 29.1

MMFBp 8.9 10 11 18.1 12.5 20.3 13.5 31.8 32.9 32.3

RMFB 8.4 9.1 10 15.4 10.8 17.3 11.9 32.6 31 31.8

ITD-MFB 7.8 9 10.5 15.1 10.4 16.1 11.5 33 32.6 31

Baseline 7.8 9.2 11.6 18.3 11.7 19.3 13 42.4 33 40.4

ROVER-all 6.6 7.4 8.1 11.2 8.5 12.2 9 22.6 24.2 23.4

Eight-channel task

MLIFD 7.5 8.3 10 14.1 10.4 15.9 11 23.8 24.4 24.1

RCGFB 8.1 9 9.1 14 10.3 15.3 11 27.9 28.7 28.3

MMFBl 8.5 9.5 9.5 16.1 10.8 17.4 12 26 26.2 26.1

MMFBp 8.4 9.2 10.2 16.1 11.4 18 12.2 27.5 28.7 28.1

RMFB 8.1 8.7 9.1 13.6 10 14.8 10.7 29.4 27.7 28.5

ITD-MFB 7.2 8.1 9.7 13.1 9.5 14.8 10.4 29.8 30.1 30

Baseline 7.6 8.4 10.6 17 10.6 17.9 12 37.8 36.8 37.3

ROVER-all 6.7 7.3 8 11.1 8.1 12.1 8.9 21.4 22 21.7
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using ROVER in the same order as the rows in this table.
Overall, full batch processing reduced WER from 10.0 to
9.3 % as compared to utterance-based batch processing.
In the two-channel full batch processing, the only dif-

ference from one-channel processing is that for each
room, we combine the results for the two channels using
ROVER. As mentioned earlier, ROVER needs at least
three inputs to reduce the WER significantly, and when
we combine all the feature parameter outputs with
ROVER, the combination, in this case, is for 14 different
recognizers (2 channels × 7 features). The results are
shown in the last row of Table 2 (two-channel task). As
we can see from the table, the average WER for SimData
has reduced from 9.6 to 9.0 %, and for RealData, WER
reduced from 25.6 to 23.4 % when compared with two-
channel utterance-based processing.
For the eight-channel full batch processing, for each fea-
ture parameter, we combine the results from all eight
channels using ROVER. The ordering of this combination
is from channel 1 to channel 8. We did not try varying
this order. Each row in Table 2 (eight-channel task) pre-
sents this combined result. Combining eight channels
with ROVER reduces the WER significantly. For com-
bining with ROVER, recognition results from all the fea-
tures (last row in Table 2 (eight-channel task)), there are
56 recognition outputs (8 channels × 7 features) to
combine. However, for some reason, we can only com-
bine a maximum of 50 recognition outputs in ROVER.
The recognition outputs are combined in the same se-
quence as the rows in Table 2 (eight-channel task). That
is, channels 1 through 8 of MLIFD are combined first,
followed by channels 1–8 of RCGFB and so on. So only
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the first two channels of the baseline features are com-
bined with ROVER. As we can see, compared to two-
channel full batch processing, the WER for SimData has
reduced from 9.0 to 8.9 %, and for RealData, WER has
reduced from 23.4 to 21.7 %.
In full batch processing, in the one-, two- and eight-

channel tasks, the ITD-MFB front-ends provided the low-
est average WER in SimData, and in RealData, the MLIFD
feature-based system yielded the lowest average WER.

6 Conclusions
In this work, we presented multiple cepstral or filterbank
energy feature extraction technique-based speech recogni-
tion systems, and then we combined the recognition re-
sults with the help of ROVER (Recognizer Output Voting
Error Reduction) to get the best possible recognition re-
sults, i.e., lowest WER. The feature extraction techniques
chosen for the REVERB challenge task were convention
mel-filterbank (MFB), multi-taper mel-filterbank (MMFB)
with log and power-law nonlinearity, robust compressive
gammachirp filterbank (RCGFB), robust MFB (RMFB),
iterative deconvolution-based MFB (ITD-MFB), and max-
imum likelihood inverse filtering-based dereverberated
(MLIFD) features. For speaker adaptation, we applied an
i-vector-based speaker adaptation technique as it was
found to boost the performance by approximately 2 %
[13]. In the case of two- and eight-channel tasks, to get
benefited from more than one channel data, we also
exploited ROVER instead of any multi-microphone signal
processing method. Compared to the baseline, all other
feature extractors except the MMFB with power function
nonlinearity performed better in terms of WER both in
SimData and RealData. The best results were obtained
with the full batch processing and with the eight-
channel task. For the eight-channel task, we obtained an
average WER of 8.9 and 21.7 % on the SimData and
RealData, respectively.
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