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Abstract

To mitigate inter-carrier interference due to large carrier frequency offset (CFO) in an uplink single-carrier frequency
division multiple access (SC-FDMA) system, a three-tap adaptive frequency-domain decision feedback equalizer
(AFD-DFE) is designed in this paper. Our design exploits the banded and sparse structure of the equivalent channel
matrix. The block recursive least squares (RLS) algorithm is used to adapt the AFD-DFE. Consequently, by exploiting
the matrix structure in the frequency-domain, the complexity of the block RLS is reduced substantially when
compared to its time-domain counterpart. In addition, the design is extended to space-frequency block coded (SFBC)
SC-FDMA systems. We show that our proposed AFD-DFE exhibits significant performance improvement when
compared to a one-tap AFD-DFE while still enjoying a low computational complexity.

1 Introduction
SC-FDMA is a multiple-access technique which has been
adopted in wireless broadband communication systems
such as the long term evolution (LTE) standard [1]. It has
comparable complexity and performance to that of the
orthogonal frequency division multiple access (OFDMA)
[2] but with an additional benefit of having a low peak
average power ratio (PAPR), which helps in reducing
the power consumption and increasing battery life in
mobile terminals. The sensitivity analysis of SC-FDMA is
reported in [3] where it is shown that for large carrier fre-
quency offset (CFO), the performance of SC-FDMA can
become worse than that of orthogonal frequency division
multiple access (OFDMA).
To improve reliability at the user terminal, transmit

diversity is employed in LTE-advanced (LTE-A) [4]. Alam-
outi’s space time block codes (STBC) [5] cannot be applied
to SC-FDMA systems, since in LTE, the frames contain
an odd snumber of SC-FDMA symbols while in STBC
this, number should be even. Moreover, in STBC, it is
assumed that the channel remains constant for two con-
secutive SC-FDMA blocks which is not valid in the case of
fast varying channels and consequently results in perfor-
mance degradation. An attractive solution to this problem
is using space-frequency block codes (SFBC) [6]. In SFBC,
the number of symbols in each frame is not required to be
even but when applied to a SC-FDMA system, it affects
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its low peak-to-average power ratio (PAPR) property. In
[7] and [8], new schemes to deal with the aforemen-
tioned issues are proposed. However, their performances
degrade at high signal-to-noise ratio (SNR). In [9], an
embedded SFBC technique is proposed which preserves
the low PAPR property of SC-FDMA as well as Alamouti’s
structure in case of inter-carrier interference (ICI).
Several works studied the frequency-domain DFE [10–

15]. All of these DFE structures are non-adaptive and they
require channel state information (CSI) at the receiver.
Recently, unlike those in [10–15], adaptive equalization
schemes (RLS/particle swarm optimization (PSO)-based)
are proposed for SC-FDMA system [16, 17], and impres-
sive performance gains are achieved.
In [10–17], a one-tap per subcarrier frequency-domain

equalizer is used, which becomes highly suboptimal in
the presence of ICI. In [16], distributed mapping with less
number of users are assumed, but if the number of users
increases or in case of localized mapping, the interference
due to ICI will be more pronounced and the perfor-
mance deteriorates. To overcome this sub-optimality, in
this work a three-tap per subcarrier AFD-DFE is designed
by exploiting the banded and sparse structure of the chan-
nel matrix. In this AFD-DFE, both the feedforward and
feedback filters operate in the frequency-domain and as
a performance-complexity tradeoff, the block RLS algo-
rithm is used for adaptation as it is known to enjoy a fast
convergence/tracking property. Generally, the complex-
ity of the block RLS is high due to the matrix inversion
operation involved [18], but when used in the frequency-
domain, the inversion operation is simplified due to the
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special structure of the matrices resulting in a significant
reduction in complexity. To further improve the perfor-
mance, the three-tap AFD-DFE is efficiently integrated
with SFBC technique. Thanks to the structure of the
matrices, the combined structure also exhibits low com-
putational complexity. In addition, a constraint is placed
on the feedback filter to mitigate the effect of intersymbol
interference.
Unlike [19] and [20], our work is of an adaptive nature

and CFO and channel estimation are carried out together
adaptively. This of course has the advantage of reducing
the complexity and the overhead due to pilots. Further-
more, these works ([19] and [20]) are for OFDM in which
the pilots are inserted in each symbol whereas in SC-
FDMA a symbol full of pilots is sent after every few data
symbols. Therefore, CFO estimation is difficult in SC-
FDMA. Moreover, the work in [19] and [20] also relies on
previous acquired per-user CFO and channel frequency
response estimates. This is not the case in our work.
In summary, unlike [16], the contribution of this work is

threefold: first, the development of a constrained- based
RLS alogithm. Second, the formulation of a three-tap
AFD-DFE for SISO and SFBC systems, and third, the com-
plexity reduction of the three-tap RLS algorithm in SISO
and SFBC cases.
The rest of the paper is organized as follows. Follow-

ing this introduction, Section 2 is devoted to the system’s
description. In Section 3, the formulation of a three-tap
AFD-DFE is carried out for a single-input single-output
SC-FDMA system with CFO. In this section, a reduced-
complexity design of the AFD-DFE is also developed.
While Section 4 extends the design to SFBC SC-FDMA
system, simulation results are presented in Section 5.
Finally, Section 6 draws the conclusions.

2 System description
In this section, the SC-FDMA transceiver is described.
We assume K users and a total of N sub-carriers with
M sub-carriers for each user, i.e., N = KM. For
the mth user, M data symbols are grouped to form
a block x(m). An M-point DFT is applied to trans-
form x(m) to the frequency-domain symbol, X (m) =
[X (0)(m),X (1)(m), . . . ,X (M − 1)(m)]T , where T denotes
the transpose operation. Next, X (m) is mapped to N sub-
carriers, i.e., S(m) = R(m)X (m)(m = 1, 2, . . . ,K), where
R(m) is the N × M resource allocation matrix for the
mth user. For the localized mapping scheme, R(m) =
[0M×(m−1)M IM 0M×(K−m)M] where IM is anM×M iden-
tity matrix with columns I1, I2, . . . , IM and 0M×M is an
M × M all zero matrix. Note that R(m) is orthogonal for
different users. Then, the block S(m) is transformed to the
time-domain, s(m), by applying an N-point inverse DFT
(IDFT), s(m) = FH

NR(m)X (m), where FN is an N × N DFT
matrix and H denotes the Hermitian operation.

We denote the impulse response of the channel for the
mth user by h(m) =

[
h(m)
0 , h(m)

1 , . . . , h(m)
L(m)

]
. The cyclic

prefix insertion at the transmitter and removal at the
receiver is equivalent to circular convolution between
the transmitted signal and the channel vectors. Apply-
ing an N-point DFT to the received signal gives Ý =∑K

m=1 �̂
(m)

R(m)X (m)+N , where �̂
(m)

is aN×N diagonal
matrix containing the DFT of h(m) as diagonal elements,
N is noise vector with variance σ 2

N IN . After demapping,
themth user’s received signal is

Y (m) = R(m)T �̂
(m)

R(m)︸ ︷︷ ︸
�(m)

X (m) + N (m) (1)

where �(m) is anM × M diagonal matrix. To simplify the
notation, we will ignore the superscriptm.
Let Z = diag(Y) and denote the frequency-domain

feedforward and feedback filter coefficients of AFD-DFE
as F and B, respectively. The output of the equalizer
in the frequency domain at instant k is given by X̌ k =
[Zk Dk]Wk−1, whereWk =

[
Fk
Bk

]
.

The explicit knowledge of the filter coefficients is not
needed for the development of the adaptive solution. The
decision matrix Dk = diag(D(0), . . . ,D(M − 1)), with
diagonal elements equal to FMxk for training mode, and
FMx̂k for decision-directed mode. x̂ is the time-domain
decision on X̌ k .

3 CFO in SC-FDMA
In the above description, perfect frequency synchroniza-
tion has been assumed between the transmitter and the
receiver. However, CFO arises in practical SC-FDMA sys-
tems due to transmitter/receiver frequency oscillators’
misalignment and causes interference (energy leakage)
from neighboring sub-carriers.

3.1 Algorithm development
Let the mth user’s CFO normalized by the sub-carrier
spacing be denoted by �m, where −0.5 ≤ �m ≤ 0.5.
After applying the N-point DFT, the received signal with
CFO affect is given by Ý = ∑K

m=1 C(m)�̂
(m)

R(m)X (m) +
Nwhere C(m) is a circulant matrix with entries C(m)

p,q =
1
N

∑N−1
n=0 ej2π(�m+p−q)n/N , p, q = 1, . . . ,N . It is impor-

tant to note here that the channel matrix C(m)�̂
(m)

has
structure shown in Fig. 1, which shows that most of the
energy of this matrix is in its three main diagonals. We
assume that, except for the three main diagonals, all other
entries are zero and based on this structure we formulate
our three-tap equalizer in the frequency-domain. This is
indeed true that there is some energy in the right upper
corner and left lower corner in Fig. 1. However, here, we
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Fig. 1 Structure of C(m)�̂
(m)

(normalized) matrix

used approximation and ignored that energy in order to
provide a low complexity solution. With this energy inclu-
sion in the mathematical model, a low complexity solution
cannot be achieved. Even ignoring this region, the perfor-
mance is as good as without CFO (which will shown later
in simulation section). Finally, the energy in this region is
not significant relative to that of the middle diagonal.
After demapping and ignoring the superscript m, Y =

[Y(0),Y(1), . . . ,Y(M − 1)]T . Now, assuming that the
equalizer tap matrix has a similar structure to that of
the channel matrix, i.e., we have only three main diago-
nals, consequently, the output of the three-tap AFD-DFE
is given by

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

X̌ (0)
X̌ (1)
X̌ (2)
...

X̌ (M − 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

F1(0) F2(0)
F1(1) F2(1) F3(1)

F1(2)
. . .

. . .
. . .

. . . F3(M − 2)
F1(M − 1) F2(M − 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Y(0)
Y(1)
Y(2)
...

Y(M − 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

B(0)
B(1)

B(2)
. . .

B(M − 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

D(0)
D(1)
D(2)
...

D(M − 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2)

where Fi(j) and B(j) represent the tap coefficients of the
feedforward and feedback filter1, respectively. Denoting
U i = [Y(i − 1) Y(i) Y(i + 1)] for i = 1, 2, . . .M − 2,
U0 = [Y(0) Y(1)] and UM−1 = [Y(M − 2) Y(M − 1)],
then (2) can be setup alternatively as
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

X̌ (0)

X̌ (1)

X̌ (2)

...

X̌ (M − 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

U0
U1

U2
. . .

UM−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

F1(0)
F2(0)
F1(1)

...
F2(M − 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

D(0)
D(1)

D(2)
. . .

D(M − 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

B(0)
B(1)
B(2)
...

B(M − 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

which can be written in compact notation, at instant k, as

X̌ k = ZkFk−1 + DkBk−1 (3)

whereFk−1 and Bk−1 has size of 3M − 2 × 1 andM × 1,
respectively. The block diagram of AFD-DFE is shown in
Fig. 2.
To cancel out the pre- and post-cursers but not the

desired component, we will resort to a constrained
approach similar to that in [14]. To explain this, let the
time-domain feedback filter coefficients be b0, b1, . . . , fL.
To prevent the contribution of the present decided sym-
bol, b0 = 0. In the frequency domain, this constraint

Fig. 2 Block diagram of the proposed AFD-DFE
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translates to
∑M−1

i=0 B(i) = 0. Ultimately, the cost function
of the proposed algorithm is formulated as follows:

J(i) = E
[
|D(i) − X̌ (i)|2

]
+ 2Re

[
α∗

M−1∑
i=0

B(i)
]

(4)

where α is the Lagrange multiplier and * denotes the con-
jugate operation. Following the approach of [18], the RLS
update using (4) results in

Wk+1 = Wk + Pk+1
(
AH

k+1Ek+1 − αk+1GT
)

(5)

wherePk+1 is 2M × 2M matrix and is given by

Pk+1 = λ−1
[
Pk − λ−1PkAH

k+1

(
I2M + λ−1Ak+1PkAH

k+1

)−1

Ak+1Pk

]
,

(6)

Ak =
[
Zk 0
0 Dk

]
(7)

and Ek =
[
Dk − X̌ k
Dk − X̌ k

]
where Dk contains the diago-

nal elements of Dk and λ is a forgetting factor chosen
close to 1. Finally, G is given by G =[ 01×M 11×M],
where 01×M and 11×M are all zero and all ones row vec-
tors of size M, respectively. Initially, W0 = 0, P0 =
diag

(
ε−1
F IM ε−1

B IM
)
, and αk is updated according to

αk+1 = αk + μ

M−1∑
i=0

Bk(i) (8)

where μ is a step size.

3.2 Reduced-complexity three-tap AFD-DFE
In the ensuing, we show that the computational com-
plexity is significantly reduced and no matrix inversion is
required. We can write Pk+1 = diag

([
P1
k+1 P2

k+1

])
,

where P1
k+1 and P2

k+1 are M × M matrices. Starting with
k = 0 and using P1

0 = ε−1I3M−2, P1
1 is given by

P1
1 = λ−1

[
ε−1I3M−2 − λ−1ε−1I3M−2ZH

1

× (
IM + λ−1ε−1Z1ZH

1
)−1Z1ε

−1I3M−2
]

(9)

It can easily be seen that Z1ZH
1 = diag

[|U0,1|2
|U1,1|2 . . . |UM−1,1|2

]
and (9) does not require matrix

inversion. Now,

ZH
1

(
IM + λ−1ε−1Z1ZH

1
)−1Z1 = diag(ø0, ø1, . . . , øM−1)

(10)

where as the entries øi(i = 1, . . . ,M − 2) are 3 ×
3 matrices and øi(i = 0,M − 1) are 2 × 2 matri-
ces given by øi = UH

i,1
(
1 + λ−1ε−1|U i,1|2

)
U i,1, i =

0, . . . ,M − 1. Now, P1
1 has the following structure,

P1
1 = diag

(
P1
1,0 , P1

1,1 , . . . P1
1,M−1

)
, where P1

1,i =
λ−1 [

ε−1Id − λ−1ε−2øi
]
, d = 2 for i = 0,M−1 and d = 3

for i = 1, . . . ,M − 2. For k = 1, we have

P1
2 = λ−1

[
P1
1 − λ−1P1

1ZH
2

(
IM+λ−1Z2P1

1ZH
2

)−1Z2P1
1

]
(11)

where Z2P1
1ZH

2 = diag
[
U0,2P1

1,0UH
0,2 U1,2P1

1,1UH
1,2 . . .

UM−1,2P1
1,M−1UH

M−1,2
]
and U i,2P1

1,iUH
i,2 is a scalar quan-

tity; therefore, matrix inversion becomes just M scalar
inversions. For k > 1, P1

k has similar structure as for k < 2
and, therefore, matrix inversion is avoided. Moreover, for
P2
k , ∀k, it can be shown that P2

k has a diagonal structure.
After finding Pk , weights of the AFD-DFE are updated
using (5).

4 Integration with SFBC
An attractive technique for spatial diversity is the
conventional space-frequency block code (C-SFBC) strat-
egy [6]. In the presence of CFO and high Doppler,
severe ICI from adjacent carriers occurs which destroys
the Alamouti structure and results in performance
degradation. The authors in [9] propose an embedded
SFBC (E-SFBC) which preserves the Alamouti struc-
ture even when there is ICI, and also, this tech-
nique does not affect the low PAPR property of
SC-FDMA unlike C-SFBC. For the design of our
AFD-DFE, we implement the E-SFBC at the block
level without using pilots. In the E-SFBC, we define
X (m)

1 = [
X (0)(m),X (2)(m), . . . ,X (M − 2)(m)

]T , and
X (m)

2 = [
X (1)(m),X (3)(m), . . . ,X (M − 1)(m)

]T i.e., X (m)

is divided into two blocks. Now, the sequence to trans-

mit these sub-blocks will be X́ 1 =
[

X (m)
1

−X ∗(m)
2

]
and

X́ 2 =
[

X (m)
2

X ∗(m)
1

]
for antenna 1 and 2, respectively.

After mapping and applying the N-point IDFT, the
transmitted signals from the two antennas are s(m)

1

and s(m)
2 corresponding to X́ (m)

1 and X́ (m)

2 , respec-
tively. The transmitted signals are circularly con-
volved with their respective channels and the received
signal, after applying the N-DFT becomes Ý =∑K

m=1

{
�̂

(m)

1 R(m)X́ 1 + �̂
(m)

2 R(m)X́ 2
}
+N , where �̂

(m)

i is

a N × N diagonal matrix, i.e., �̂
(m)

i = diag
(
DFT

(
h(m)
i

))
for i = 1, 2 and N is the noise component with variance
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σ 2
N IN . The received signal for mth user, after demapping,

is expressed as

Y (m) = R(m)T �̂
(m)

1 R(m)
[
X (m)

1 − X ∗(m)
2

]T
+ R(m)T �̂

(m)

2 R(m)
[
X (m)

2 X ∗(m)
1

]T + N (m)

(12)

Let �
(m)
i = R(m)T �̂

(m)

i R(m) then for i = 1, 2, then �
(m)
i

isM×M diagonal matrix. To simplify the notation we will
drop the superscript m and define �1 = diag [�11 �22]
and �2 = diag [�12 �21]. Now (12) can be written as[

Y1
Y∗

2

]
︸ ︷︷ ︸

Y

=
[

�11 �12
�∗

21 −�∗
22

]
︸ ︷︷ ︸

�

[
X1
X2

]
︸ ︷︷ ︸
X 12

+
[
N1
N ∗

2

]
︸ ︷︷ ︸

N 12

(13)

To preserve Alamouti’s structure, we must have �11 =
�22 and �12 = �21. To achieve this, we intro-
duce a reordering of the sub-carriers before mapping
at the transmitter as OX́ 1 and OX́ 2, where O =[
I1, IM/2+1, I2, IM/2+2, . . . , IM/2, IM

]
and assume that the

channel does not change over two consecutive sub-
carriers. At the receiver side, the reordering is done after
demapping by using a matrixOT . Under CFO, the channel
matrices,�ij in (13), lose their diagonal structures.We can
approximate these matrices as banded (tridiagonal) matri-
ces. Assuming the feedforward taps matrices have similar
structure as the channel matrices, the equalized signal can
be written as[

X̌ 1
X̌ 2

]
=

[
�1 �2
�∗

2 −�∗
1

] [
Y1
Y∗

2

]
+

[
ϑ1 0
0 ϑ∗

2

] [
D1
D2

]
(14)

where �i is a tri-diagonal matrix and ϑ i is a diagonal
matrix. D1 and D2 are X 1 and X 2, respectively, for
the training mode or frequency-domain decisions on X̌ 1
and X̌ 2, respectively, for the decision-directed mode.
Next, denoting U i = [Y(i − 2) Y(i) Y(i + 2)] for i =
2, . . .M − 3, U i = [Y(i) Y(i + 2)] for i = 0, 1 and

U i = [Y(i − 2) Y(i)] for i = M − 1,M − 2, we can write
(14) as

[
X̌ 1
X̌ ∗

2

]
︸ ︷︷ ︸

X̌ 12

=
[

Z0 Z∗
1−Z1 Z∗
0

]
︸ ︷︷ ︸

Z

[
ϒ1
ϒ2

]
︸ ︷︷ ︸

F

+
[
diag(D1) 0

0 diag(D∗
2)

]
︸ ︷︷ ︸

D

[
�1
�2

]
︸ ︷︷ ︸

B

where Zj = diag
[
U j U j+2 . . . U j+M−2

]
for j = 0, 1.

ϒ1 and ϒ2 (�1 and �2) are the vectors containing the
diagonal elements of �1 and �2 (ϑ1 and ϑ2). Moreover,
the feedforward and feedback filter coefficients in the
frequency-domain are F and B containing the elements
{ϒ1,ϒ2} and {�1,�2}, respectively. At the kth instant, the
output of the equalizer is

X̌ 12,k = ZkFk−1 + DkBk−1 (15)

The RLS AFD-DFE recursion is given as in (5) with
G = [

01×(3M−2) 11×M
]

and error vector Ek =[
Dk − X̌ 12,k
Dk − X̌ 12,k

]
, whereDk denotes the decisions at the kth

instant, i.e., Dk =
[
D1,k
D∗
2,k

]
and Pk and Ak as in (6) and

(7), respectively. The block diagram of SFBC AFD-DFE is
shown in Fig. 3.

4.1 Reduced-complexity three-tap CRLS AFD-DFE
Now, exploiting the special structure of SFBC, it can be
seen that there is no matrix inversion involved altogether,
and hence, complexity is significantly reduced. Thematrix
Pk+1 has a structure as Pk+1 = diag

([
P1
k+1 P2

k+1

])
.

Fig. 3 Block diagram of the proposed SFBC AFD-DFE
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Starting with k = 0 and using P1
0 = ε−1I3M−4, P1

1 is given
by

P1
1 = λ−1

[
P1
0 − λ−1P1

0ZH
1

(
IM+λ−1Z1P1

0ZH
1

)−1Z1P1
0

]
= λ−1 [

ε−1I3M−4 − λ−1ε−1I3M−4ZH
1

×(IM + λ−1ε−1Z1ZH
1 )−1Z1ε

−1I3M−4
]

(16)

Now,

Z1ZH
1 =

[
Z0,1ZH

0,1 + Z∗
1,1ZT

1,1 −Z0,1ZH
1,1 + Z∗

1,1ZT
0,1

−Z1,1ZH
0,1 + Z∗

0,1ZT
1,1 −Z1,1ZH

1,1 + Z∗
0,1ZT

0,1

]
.

(17)

It can easily be seen that Z0ZH
0 + Z∗

1ZT
1 =

diag
[|U0,1|2 + |U1,1|2 |U2,1|2 + |U3,1|2 . . . |UM−2,1|2 + |

UM−1,1|2
]
is a diagonal matrix and likewise other entries

in (17). Therefore, Z1ZH
1 is an M × M matrix con-

taining 4 M
2 × M

2 diagonal matrix. This structure allows
us to easily find the inverse in (16) using block matrix
inversion [21] where all the sub-matrices are diagonal.

Now ZH
1

(
IM + λ−1ε−1Z1ZH

1
)−1Z1 =

[
ø0 ø1
ø2 ø3

]
= ø

and øi = diag
(
øi,0 , øi,1 , . . . øi,M2

)
, where the entries

øi,j
(
j = 1, . . . , M2 − 1

)
are 3×3matrices and øi,j

(
i = 0, M2

)
are 2 × 2 matrices.
Now P1

1 has a similar structure as ø, i.e., P1
1 =[

P1
1,0 P1

1,1
P1
1,2 P1

1,3

]
. Proceeding for k = 1, we have

P1
2 = λ−1

[
P1
1 − λ−1P1

1ZH
2

(
IM+λ−1Z2P1

1ZH
2

)−1Z2P1
1

]
(18)

Let Z2P1
1ZH

2 =
[

ϕ0 ϕ1
ϕ2 ϕ3

]
where ϕ0 = (

Z0P1
1,0+

Z∗
1P1

1,2
)
ZH
0 + (

Z0P1
1,1 + Z∗

1P1
1,3

)
ZT
1 , which is a diago-

nal matrix and similarly for other entries. Therefore, the
inverse in (18) can be found easily similar to (17). For
k > 1, P1

k has similar structure as k = 1 and P2
k , ∀ k, is a

diagonal matrix.
In summary, the RLS algorithm is updated accord-

ing to (5) whereas the steps describing the avoidance
of the matrix inversion are detailed in the respective
complexity reduction section of the SISO and SFBC
scenarios.

5 Simulation results
Similar to an LTE system, the carrier frequency and
bandwidth are set to 2 GHz and 5 MHz, respec-
tively. Other simulation parameters are M = 16 and
N = 512; therefore, the maximum number of users
that the system can support is K = 32. The mod-
ulation scheme used is 16 QAM and the channel is

frequency selective with 12 paths and each path fades
independently according to the Rayleigh distribution.
Our work is similar to [16], when to comes to stop-
ping criteria; therefore, here convergence analysis is not
presented.
Figures 4 and 5 show that the performance of a three-

tap AFD-DFE is better than that of a one-tap AFD-DFE
in a large CFO scenario, from which we conclude that a
three-tap AFD-DFE is robust to ICI. In the simulations,
channel coding is implemented using a nonsystematic
rate 1/2 convolutional code (CC) with octal generator
(133,171) and a constraint length = 7, and only hard
decisions are used in the feedback section, where log-
likelihood-ratios (LLRs) and MAP decoder are used after
the equalizer. Practical (correct decision feedback and
known channel) and impractical (error decision feed-
back with known channel) MMSE-DFE are also shown.
AFD-DFE is slightly better than partical DFE since no cor-
relation estimation [14] is required here. For the SFBC
SC-FDMA system, independent 12 paths Rayleigh fad-
ing channels are used for each transmit/receive antenna
pair. Figure 5 also shows that if we use a super-block
with L = 4 [9], then the performance is improved
significantly.
To further investigate the robustness of the proposed

technique, a five-tap filter is used and compared with
the three-tap scenario. Using a five-tap filter also avoids
matrix inversion if the approach mentioned in the paper
is followed. However, similar performance is attained
by both filters as shown in Fig. 6. In this regard, our
design is optimal. In addition, Fig. 1 also confirms
that most of the energy lies in the three main diag-
onals; therefore, using more than three diagonals will
not improve the performance significantly. Furthermore,
a five-tap filter will increase the computational com-
plexity as compared to the three-tap filter. Hence, using

0 5 10 15 20

10
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10
−2

10
−1

10
0

SNR(dB)

B
E

R

AFD−DFE,Ω=0.3,1−tap
AFD−DFE,Ω=0.3, 3−tap
AFD−DFE w/o
contraint [15],Ω=0
Practical−DFE,Ω=0
AFD−DFE,Ω=0
Impractical−DFE,Ω=0

Fig. 4 SISO SC-FDMA system, user’s velocity 300 Km/h
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AFD−DFE,Ω=0.2, 1−tap
AFD−DFE,Ω=0.2, 3−tap
Practical DFE, Ω=0.2
AFD−DFE,Ω=0.2, 3−tap,
 L=4[8]
AFD−DFE, Ω=0
Impractical DFE,Ω=0

Fig. 5 SFBC SC-FDMA system, user’s velocity 300 Km/h

a three-tap filter is a better compromise in terms of
performance and complexity as compared to a one-tap
filter.
To complete the discussion on the computational com-

plexity of the algorithmwith matrix inversion and without
matrix inversions, these two scenarios are compared. For
matrix inversion, the approach given in [22] is followed.
Let the matrix to be inverted is denoted by Q with size
M ×M. First, the LU decomposition ofQ is performed as
follows

Compute Q = EQ;

for loop i = 1 : M − 1

rows = i + 1 : n;

Q(rows, i) = Q(rows, i)/Q(i, i);

Q(rows, rows) = Q(rows, rows) − Q(rows, i)Q(i, rows);

end

0 5 10 15 20

10
−3

10
−2

10
−1

10
0

SNR(dB)

B
E

R

AFD−DFE,Ω=0.3, 3−tap
AFD−DFE,Ω=0.3, 5−tap

Fig. 6 Comparison of three-tap AFD-DFE with five-tap AFD-DFE

Table 1 Number of multiplications for AFD-DFE

WMI WOMI

SISO
(
2M4 + 19M3 − 5M2 + 2M

)
/3 2M

SFBC
(
2M4 + 19M3 − 5M2 + 2M

)
/3 8M

where E is permutation matrix required for numerical
stability [22]. Eventually, Q contains the upper triangular
matrix U and the lower triangular matrix L when the
diagonal part is replaced by ones [22]. Here, the LU
decomposition requires (M−1)2M

2 + (M2−M)(2M2+6M+1)
6 +

M3 multiplications. Finally, using QQ−1 = IM, where
Q−1 =[q1,q2, . . . ,qM] and IM =[ I1, I2, . . . , IM] are
column partitions, the inversion is performed as

for loop i = 1 : M
Solve for c; Lc = EIi
Solve for qi; Uqi = c

end

This requiresM2(M+ 1) multiplications. Table 1 shows
the total number of multiplications required with matrix
inversion (WMI) and without matrix inversion (WOMI)
for the RLS algorithm. As an example M = 2, 70 % mul-
tiplications can be saved in the SFBC case by avoiding the
matrix inversion.

6 Conclusions
In this paper, a three-tap RLS-based frequency-domain
adaptive DFE is designed entirely in the frequency domain
for SC-FDMA systems and extended to SFBC SC-FDMA
systems. The equalizer operates without channel esti-
mation at the receiver. The proposed algorithm delivers
superior performance at low complexity due to the spe-
cial structure of the matrices involved in computing the
weights of the feedforward and feedback filters in the
frequency domain. Simulation results demonstrate the
significant performance gain and robustness of a three-
tap frequency-domain adaptive equalizer, compared to a
one-tap equalizer when dealing with ICI due to CFO. In
[16], a one-tap strategy was usedwithout concentrating on
the mitigation of CFO. As shown in the simulation results
and from the channel matrix structure shown in Fig. 1, a
one-tap AFD-DFEwill not performwell and thus becomes
sub-optimum. Therefore, our proposed three-tap AFD-
DFE is the solution.

Endnote
1Note that for the linear equalizer, the B(j)’s in Eq. (2)

are all zeros.
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