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Abstract

Nowadays, the pace of society is accelerating, people’s living standard has been
greatly improved compared with the past, and we pay more and more attention to
the real-time, flexibility, and intelligence of medical services. Information fusion
technology is the study of how to effectively and comprehensively utilize multi-
sensor information to overcome information imperfections and uncertainties. In
recent years, it has become a hotspot for research, but with the development of
communication technology, electronic technology, and computers, the form of
information becomes complicated and diverse in science and technology such as
technology. In this case, the information obtained by a single sensor is always
imperfect, so multiple sensors must be used to detect the target from multiple
angles. Obtaining more dimensional information about the target and fusing it to
ensure the integrity and accuracy of the information helps to accurately determine
the physiological health of the human body. This paper analyzes the multi-sensor
information fusion technology in detail, discusses the basic principle of multi-sensor
information fusion, fusion process, fusion level, architecture and general fusion
algorithm, constructs a sensor information fusion technology and its application
model in biomedical detection, from the application framework, control structure of
multi-sensor integrated system, information fusion, etc. The current situation of
multi-sensor information fusion technology is studied in several aspects. An
interoperability technology of sports health monitoring equipment based on multi-
sensor information fusion is constructed. The experimental results show that the
experimental efficiency is improved by 20% after using the application model in this
paper, which has certain practicability.
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1 Introduction
1.1 The necessity of application of sensor information fusion technology in biomedical

detection

The function of sensor in application is just like the perception organ of the human

body, through which we can obtain all kinds of important information we want to ob-

tain. Multi-sensor information fusion technology can be used for data fusion of homo-

geneous sensors and heterogeneous sensors, so it can obtain more information

resources than single sensor, making the information after fusion more reliable, more

comprehensive, and more reference value. It solves the shortcomings of single sensors

in these issues and avoids bottlenecks in the information blind area of single sensor

technology. Not only will you get better information processing results but also the en-

tire decision process will be more accurate and your final decision will be closer to the

real situation. Note that the sensors highlighted here are not a narrow concept, but a

more general and comprehensive system that can capture all sorts of effective informa-

tion. Similarly, the integration mentioned here is not a narrow concept. This means

using different sensors to work together to collect, process, analyze, integrate different

information, and effectively fuse different pieces of information. At present, the so-

called information processing technology has become a key link in the field of informa-

tion acquisition and processing. Therefore, the rapid development of pre-information

technology has become a key frontier technology, and has received great attention in

the research.

1.2 Literature review

Human body sensors can be implanted or attached to the human body to monitor the

physiological parameters of patients. The incorrect data caused by sensor failure or in-

correct placement on the human body will seriously affect the diagnosis of clinicians.

Therefore, the detection of sensor data failure has been widely studied in recent years.

In the medical field, most of the typical sensor fault detection methods ignore the fact

that the physiological indicators of patients will not change synchronously, and it is dif-

ficult to determine the real fault due to the mixture of fault value caused by disease

and abnormal physiological data. Based on these facts, Yang Y proposed a data fault de-

tection mechanism in medical sensor network [1]. The mechanism includes using dy-

namic local outlier factor (d-lof) algorithm to identify outlier sensing data vector, using

linear regression model based on trapezoidal fuzzy number to predict which readings

in peripheral data vector are suspected to be wrong, and a new fault state judgment cri-

terion is proposed according to the predicted values. With the rapid development of

wireless communication technology and semiconductor technology, wireless sensor

network (WSN) has been widely used in many applications [2]. As an application of

WSN, wireless medical sensor network (WMSN) can improve the medical quality, and

has become more and more important in modern medical system. In WMSN, physio-

logical data is collected by sensors deployed in patients and sent to medical profes-

sionals’ mobile devices via wireless communication. Health professionals can access the

status of patients anytime and anywhere [3]. Data breaches can compromise patient

privacy, and malicious changes can compromise patient health. He D proposes a reli-

able anonymous authentication protocol for healthcare applications using WMSN.
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Compared to Kumar’s protocol, this protocol has stronger security and computational

efficiency. Therefore, it is suitable for healthcare applications that use WMSN. With

the development and maturity of wireless communication technology, wireless sensor

networks have been widely used in various environments to obtain specific information.

Wireless medical sensor networks (WMSN) are gaining increasing attention as a spe-

cialized application of wireless sensor networks in healthcare, as they have the potential

to improve the quality of medical services, which are then accessed by healthcare pro-

fessionals using mobile devices [4, 5].

Due to the openness of wireless communication, how to ensure secure communica-

tion has become an important issue. Because medical sensor network (BSN) is usually

limited in resources and vulnerable to environmental impact and malicious attacks,

sensor data errors will inevitably occur, which may lead to false alarms, medical diagno-

sis errors, and even serious misjudgments. Therefore, before using it in medical diagno-

sis, it is necessary to detect and delete the wrong sensory data as much as possible.

Most of the available work directly adopts the fault detection scheme developed in

traditional wireless sensor network (WSN) for human body sensor fault detection.

However, BSN uses a very limited number of sensors to collect important information,

but lacks the information redundancy provided by the densely deployed sensor nodes

in traditional WSN. In view of this, Zhang H proposed a sensor fault detection scheme

based on Bayesian network model, which relies on historical training data to establish

the conditional probability distribution of human body sensor readings, rather than the

redundant information collected from a large number of sensors.

2 Interoperability technology of sports health monitoring equipment based
on multi-sensor information fusion
2.1 Sensor information fusion technology

Data layer fusion is to use multiple sensors to collect the information of the target to

be measured, then directly fuse the original data, extract the target feature vector from

the fusion information, and finally obtain the recognition results according to the fea-

ture vector information. In the data layer fusion, the sensor detects the same character-

istics of the target to be measured, that is to say, the acquired data are homogeneous.

Data layer fusion is not suitable for heterogeneous data, which is also the limitation of

data layer fusion [6].

Data layer fusion is the fusion of the original data collected by sensors, that is, the

fused data has the greatest authenticity and comprehensiveness. Therefore, the results

of data layer fusion are more accurate than those of feature level fusion and decision

level fusion. However, data layer fusion also has its own limitations, which are mainly

reflected in the following aspects: data layer fusion faces a large number of original

data, sometimes it can be said to be massive, which will inevitably increase the amount

of calculation [7, 8]. The number of fusions is greatly increased. The fusion takes a long

time, and the real-time performance of the system cannot be guaranteed. Since most of

the original data detected by sensors are incomplete and uncertain, it is necessary for

the fusion system to have good robustness and error correction ability to obtain high-

precision target discrimination. Data layer fusion can only be performed for homoge-

neous data, but not for heterogeneous data. Due to the large amount of data detected
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by sensors, the fusion system cannot distinguish all interference information and can-

not guarantee that each data is reliable. Therefore, it is necessary to enhance the anti-

interference performance. Data layer fusion is usually used for multi-source image syn-

thesis and direct synthesis of detection signal waveform. This fusion mode is also called

pixel level fusion [9, 10]. Weight refers to the relative importance of a factor in the

overall evaluation. Carrier frequency refers to the frequency used to load a signal onto

a wave of a fixed frequency. Pulse width refers to the duration of the pulse that can

reach the maximum value in the electronic field.

2.2 Biomedical testing

The biosensor is based on the change of signal generated by the reaction between the de-

tected substance and the detection reagent. It has attracted people’s attention because of

its fast, sensitive, accurate, and high selectivity in the process of biological detection. Sev-

eral common biosensors are briefly introduced. The biosensor based on reflectance

spectrum is the most widely studied and effective detection method. It is mainly based on

the principle of thin film interference [11, 12]. When the refractive index of the substrate

is affected by the analysis object, the reflection spectrum will move, so that the analyte

can be detected quantitatively according to the reflection spectrum offset. The biosensor

based on fluorescence spectrum makes use of the photophysical properties of the fluores-

cent group in the biosensor, since this is affected by the analysis target, the output form of

the fluorescence signal changes, such as the shift and fluctuation of the fluorescence peak

position. Fluorescent biosensors are a combination of research in photophysical chemistry

and synthetic organic chemistry. Due to the high sensitivity of fluorescence analysis, this

type of sensor has attracted people’s attention. Surface plasmon resonance biosensor has

the advantages of no damage, no label, and real-time detection of biomolecule dynamic

reaction process and high sensitivity. It has become a new technology with rapid develop-

ment in recent years, and it is also one of the research hotspots in the application field of

sensor detection [13]. SPR is a physical optical phenomenon. SPR sensor mainly uses the

surface enrichment effect of metal nanoparticles and local surface plasmon resonance ef-

fect to improve the detection sensitivity of biosensor. As SPR is very sensitive to the re-

fractive index of metal surface dielectric, the response strength of SPR will be different as

long as the refractive index of surface dielectric changes.

2.3 Biological index detection method

The detection method used in this paper is to use the change of reflection spectrum signal

of porous silicon as the sensing signal of biomolecule or chemical composition. In other

words, the recognition and detection of biomolecules by porous optical biosensor is

mainly based on the change of refractive index signal before and after the coupling of por-

ous silicon and biomolecules. In the range of visible light or longer wavelength, the aper-

ture of porous silicon layer is much smaller than the wavelength of incident light [11].
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When porous silicon is used as a sensor for detecting gas or solution, the gas or li-

quid diffuses into the pores of porous silicon [14]. When the volume fraction of gas or

liquid in porous silicon is V (0 < V < ρ) and constant, the porous silicon layer will be-

come a mixture of air, silicon, and gas or liquid molecules, and its effective refractive

index satisfies the following conditions:
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It can be seen from the above formula that when the effective refractive index

changes, the position of the interference peak will move [15, 16]. Therefore, the num-

ber of biomolecules entering the porous silicon layer can be determined by the relation-

ship between the effective refractive index and the position shift of the interference

peak, so as to realize the sensitivity calculation of the porous silicon biosensor and

realize the detection of biological indicators.

2.4 Multi-sensor information fusion algorithm

2.4.1 Weighted average method

Weighted average method is a real-time processing fusion algorithm. Its essence is to

process the information from multiple sensors in the future, and then weighted average

the weight of a single sensor to obtain the final fusion result. This method is suitable

for obtaining fusion value in dynamic environment, and the difficulty lies in solving the

weight problem of single sensor [17]. Firstly, the algorithm analyzes the dataset and ob-

tains the information of each dimension, including the span of each dimension. Analyze

the recordset dataset to obtain the minimum and maximum values of each dimension

in the recordset. In order to promote grid clustering, the maximum and minimum

values need to be modified. The maximum and minimum values of each dimension are

corrected according to the following formula.

mini ¼ mini−k � steplen ið Þ ð10Þ
maxi ¼ maxi þ k � steplen ið Þ ð11Þ
u j=ið Þ ¼ wijAi ð12Þ
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s j ¼
X
i
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2.4.2 Bayesian reasoning

This method is suitable for data fusion in non-dynamic environment. It uses probability

distribution to express information. In this method, each node in the sensor system is

regarded as Bayesian estimation [18, 19]. When there is certain evidence (measure),

Bayesian reasoning can determine the probability of hypothetical events according to

the evidence (measurement); when there is new evidence (measure), the probability

function of the assumed event can be updated by using the probability of new evidence

and the likelihood function before generating new evidence. Finally, the system decision

is given by some criteria. Bayesian network reasoning is a tool for decision support and

causal discovery when information is incomplete. It is based on the probability distribu-

tion and considers that the values of all variables are controlled by the probability dis-

tribution [20]. Based on the observed data, the correct decisions can be made by

calculating these probabilities. Because it provides a quantitative hypothesis method

based on evidence support, it not only provides a theoretical basis for the algorithm of

direct manipulation probability but also provides a theoretical framework for the ana-

lysis of algorithms without explicit probability calculation formula. Therefore, probabil-

ity inference in Bayesian learning plays an important role in machine learning. The

core of Bayesian network reasoning is to calculate the posterior conditional probability

distribution [21, 22]. If the set of all variables is x, the set of evidence variables is e, and

the set of query variables is Q, then the task of Bayesian network reasoning is to calcu-

late the conditional probability distribution under the given set of evidence variables

[23]. It can be formally described as:
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p E ¼ eð Þ ð14Þ
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2.4.3 Clustering analysis

Clustering analysis is a heuristic algorithm, which mainly clusters data according to

some similarity criteria, and decomposes each data group into corresponding target cat-

egories [24]. This method is widely used in target recognition, and the number of clus-

ters is not clear.

2.5 Interoperable access control technology

For a large-scale distributed system, divide and conquer management is usually

adopted, which leads to the concept of “domain,” that is, the system blocks constitute

the “domain.” The traditional access control models, such as autonomous access con-

trol model, mandatory access control model, or role-based access control model, are
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mainly used in centralized systems and cannot meet the requirements of inter domain

interoperability access control. For the collaborative work environment composed of

multiple distributed and heterogeneous security domains (autonomous domains), multi

domain security interoperability provides a secure and effective way to realize data

interaction and resource sharing among domains.

Security domain is a bounded area composed of protected objects and user groups,

and a set of security policies is managed and maintained by security administrators.

Each domain can use different security models, classification patterns, syntax, and con-

straints to express its own information security policies, and has the right to allow legit-

imate requests and prevent illegal access. Security domain is also called autonomous

domain.

Multi domain is composed of multiple security domains with mutual contract rela-

tionship. When a security domain needs to allow unknown entities or users to access

local resources, corresponding security mechanisms must be set up to ensure that the

access can be controlled within the scope of pre-defined known sharing policies. When

such cross domain access is allowed between security domains, and each domain still

uses the local original security policy, it can be regarded as a multi domain environ-

ment composed of these security domains:
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There are two main characteristics of interoperable access control:

1) Distributed management: every independent distributed application has its own

security policy, so it is difficult to realize access control in a unified and centralized

way:
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X1 ¼ X1 t‐4Δtð Þ;X1 t‐3Δtð Þ;X1 t‐2Δtð Þ;X1 t‐Δtð Þf g ð23Þ

2) Cross domain access control: if we want to achieve access control in distributed

environment, we must cooperate among the security domains formed by

independent distributed applications to decide whether to grant access to local

resources to users in the external domain.
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In multi-tier applications, the security of each domain becomes the primary problem

of multi domain interoperability. Therefore, the access control of secure interoperability

is mainly based on the following two principles:

1) Autonomy principle: if an access is allowed in a single domain system, the access is

also allowed in the case of multi domain interoperability:

Y1 ¼ Y1;1;Y1;2;Y1;3;Y1;4;Y1;5

 � ð24Þ

yi ¼ β ui; við Þ þ
Xp
j¼1

β j ui; við Þxij þ ε jβ j ð25Þ

2) Security principle: if an access is forbidden in a single domain system, the access is

also prohibited in the case of multi domain interoperability. These two principles

are formally described as follows:

A: U, R, P, and D represent user set, role set, permission set and security domain set

of multi domain respectively;

B: UD, RD, and PD are recorded as u, R, P in security domain D, respectively;

C: d1, d2, d3,...dn represent the domains in the multi domain security interoperability.

So, ∀P∈Pdiði ¼ 1; 2;…nÞ⇒P∈PD; ∀P∉Pdiði ¼ 1; 2;…nÞ⇒P∉PD �

Y2 ¼ Y2;1; Y2;2; Y2;3;Y2;4;Y2;5

 � ð26Þ

wG
AiA j ¼ max 0;WG � ε f G

Ai ; f G
A j

� �
 � ð27Þ

3 Experiments
3.1 Experimental data set

The mHealth (mobile health) data set includes physical movement and vital signs re-

corded by 10 volunteers during multiple physical activities. Sensors placed on the sub-

ject’s chest, right wrist, and left ankle are used to measure the motion experienced by

different parts of the body, that is, acceleration, rate of rotation, and direction of the

magnetic field. The sensor located in the chest also provides 2-lead ECG measurement,

which can be used for basic heart monitoring, checking various arrhythmias, or check-

ing the effect of exercise on ECG.

An additional fixed threshold is added to the relative error event trigger mechanism,

which is an event trigger mechanism that combines relative error and absolute error.

This additional threshold ensures that each node has a minimum event interval, and

models the ETM system as an impulse system, which is conducive to describing the be-

havior of the system. This system structure provides stability guarantees for the event

trigger mechanism.
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3.2 Specific application steps

1) For ECG signal measurement: the hardware level is mainly to complete the ECG

amplifier circuit and ADC acquisition circuit design. The emphasis of digital

filtering is to filter out 50 Hz power frequency interference and baseline drift.

Finally, the ECG voltage data of 200 points per second is obtained. Used CT and

MRI as test tools for the experiment.

2) Wireless sending and receiving data: the sending function is to send respiratory or ECG

data wirelessly. The receiving function is to recognize the user instructions received from

the wireless port, so as to switch the ECG/respiratory measurement function.

3) Pretreatment of experimental data: the amplitude of analog sensor signal is easily

affected by interference source, so the system cannot directly use the original

information. It is necessary to transform and process it, compensate for its zero

drift, shape, filtering, amplification, sampling and a/D conversion of processed

information, so as to convert analog quantity into digital quantity for output and

use of upper equipment.

4) Local decision processing of information layer: in the continuous collection of data,

the amount of data is very large, so we should deal with the data information at

the bottom to make local decision, so as to reduce the pressure of data processing

at the upper level.

5) The realization of feature layer of information fusion system: when there is abnormal

data in the information layer, the feature layer needs to extract features from the

basic data. The realization of the feature layer of fusion system is to extract the

features of the transmitted data in the information layer, fuse the extracted feature

information according to a certain algorithm, and get the fusion result.

3.3 Data analysis design

This is the era of big data. Data are the most reliable and direct source of analysis. Data

classification and analysis is essential in the Internet of things system, so we can master

the whole system and provide important data support for us to better design system

functions [25]. The multi-sensor information fusion algorithm combines the

Fig. 1 Body detection system result chart

Zhang EURASIP Journal on Advances in Signal Processing         (2021) 2021:62 Page 9 of 18



corresponding fusion algorithm to comprehensively and completely reflect the target

object and environment information obtained by multiple sensors [26, 27]. In the whole

multi-sensor information system, the information we collect is various, sometimes the

information is complex. Therefore, it is required that the information fusion method

we adopt has the corresponding processing ability, that is, it is not only robust but also

parallel. In addition, there are higher requirements for the coordination ability of differ-

ent monitoring methods and technologies, the operation speed and accuracy of the al-

gorithm, and the interface performance of the information recognition system and the

preprocessing system. Information plays an important role in the whole system.

4 Results and discussion
4.1 Analysis of simulation data processing results

As shown in Fig. 1, this paper based on the experimental data set. The assignment of

the basic probability assignment function of three sensors is described. There were

temperature, oxygen, and pulse rate sensors in the experiment, which were divided into

groups A and group B. Through the probability distribution function calculated by

multi-sensor information fusion algorithm, the fusion result of body temperature and

blood oxygen fusion is obtained. Table 1 is a table of the effect of body temperature

and blood oxygen combined fusion after collecting the sample, and the value is used to

replace the degree of fusion.

As shown in Tables 1 and 2, for the algorithms mentioned in the second part, we re-

gard them as the first level (the core algorithm of the local fusion center) and the sec-

ond level (the core algorithm of the global fusion center) in the fusion system. Then

the temperature, blood oxygen, and pulse rate of human body in normal indoor envir-

onment are monitored, and the health of people is judged according to these

parameters.

It can be seen from Fig. 2, the fusion results that S1 = {normal body temperature

36.2 °C ~ 37.3 °C normal blood oxygen 93-95% normal pulse rate 70 beats/min-80

Table 1 Fusion results of body temperature and blood oxygen

Sequence Body temperature Blood oxygen Fusion result

S1 0.648 0.035 0.527

S2 0.024 0.248 0.319

S3 0.125 0.365 0.392

S4 0.267 0.441 0.035

S5 0.029 0.015 0.017

Table 2 Fusion results of body temperature and pulse rate

Sequence Body temperature Pulse rate Fusion result

S1 0.648 0.003 0.235

S2 0.024 0.165 0.326

S3 0.125 0.327 0.169

S4 0.267 0.042 0.027

S5 0.029 0.025 0.164
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beats/min} has the highest reliability. Multiple evidences support S1. Therefore, the fu-

sion result is that the body temperature and blood oxygen are normal at this time.

4.2 Efficiency analysis of application algorithm

As shown in Fig. 3, the three algorithms are divided into a, B, and C. The three algo-

rithms are weighted average method, Bayesian inference algorithm and cluster analysis

method. The results of the three algorithms are shown in the figure. The simulation re-

sults show that the simulation results of the three algorithms can eliminate the jam-

ming target, and the trajectory of the jamming target is not taken as the correlation

result, and there is no serious deviation at the intersection. The target state feature

weight, carrier frequency, pulse repetition period, and pulse width are 0.356, 0.247, and

0.198 respectively.

As shown in Fig. 4, the average absolute error between the results of the three algo-

rithms and the target ideal value and the average single operation time of the three al-

gorithms are listed in the figure. These three algorithms can be used to correlate the

measurement data well. These three algorithms are based on updating the target state

Fig. 2 Multi-information fusion information detection results

Fig. 3 Comparison of absolute error and operation time of the three algorithms
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using association probability. The three algorithms calculate the association probability

of each measurement value with the reference target in different ways, then update the

state, and finally obtain the state estimation value.

As shown in Table 3, the difference between the calculated value and the covariance

estimation value is that the correlation probability of the algorithm is calculated by the

cross-correlation matrix and the posterior probability of the joint event. The gray cor-

relation coefficient is obtained by calculating the absolute difference of feature informa-

tion, and then the correlation probability is obtained. In terms of accuracy, with the

decrease of signal-to-noise ratio, the accuracy of each algorithm decreases; with the in-

crease of threshold value, the accuracy of each algorithm also decreases. Under the

same SNR and the same threshold, the accuracy of algorithm a and algorithm B is far

lower than that of algorithm C, and the algorithm has the highest accuracy.

As shown in Fig. 5, the anti-jamming ability of weighted average method is weak, and

it is easy to cause false correlation. This algorithm is only suitable for single target data

association and is not practical. The result of the algorithm is very close to the ideal

value of the target, and the error is very small. However, the algorithm only depends

on the measured data to calculate the cross-correlation matrix. In practical application,

the model is difficult to understand, the calculation is complex, the amount of calcula-

tion is large, and the calculation time is long.

As shown in Fig. 6, these three algorithms can be used to correlate survey data well. These

three algorithms are based on updating the target state using association probability. The three

algorithms calculate the association probability of each measurement value with the reference

target in different ways, then update the state, and finally obtain the state estimation value.

Fig. 4 The average single operation time of the three algorithms

Table 3 The cross-correlation matrix and the posterior probability

Item Gamma State estimation Absolute difference Correlation measurement

All single 2.17 2.32 4 3.11

Operating time 1.79 3.73 2.13 1.75

Covariance 4.62 4.88 1.15 2.53

Estimated value 4.38 3.28 3.67 4.91
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As shown in Table 4, the difference between the calculated value and the covariance

estimation value is that the correlation probability of the algorithm is calculated by the

cross-correlation matrix and the posterior probability of the joint event.

4.3 Accuracy analysis of data fusion

The mean square deviation between the fusion results of the three algorithms and the

ideal angle is compared. The mean square error of the sensor is added to the original

data provided by the sensor and the ideal angle value. After fusion, the fusion accuracy

and performance of the sensor are improved, and the noise is suppressed to a certain

extent, which shows the effectiveness of the three fusion algorithms. In the experiment,

the clustering analysis method is very simple, but only suitable for the original data

fusion.

As shown in Fig. 7, only the performance of fusion algorithm in fusion module is

considered. The performance of clustering analysis algorithm is similar to the improved

weighted fusion algorithm, but the clustering analysis method needs training samples,

which is not suitable for the small number of training samples. The mean square error

of the improved weighted fusion algorithm and equal weight fusion algorithm is rela-

tively small, because the filtering processing is carried out before the fusion processing,

thus reducing the sensor measurement deviation.

Fig. 5 Correct rate under SNR conditions

Fig. 6 The reference target in different ways
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As shown in Fig. 8, when the performance deviation of the three sensors is particu-

larly large, the fusion result deviation of the equal weight weighted fusion algorithm is

relatively large, and the sensor with low accuracy will greatly affect the fusion perform-

ance. In this case, the unequal weight fusion algorithm will be used and the weight will

be assigned according to the performance of the sensor. The better the performance of

the sensor data, the greater the weight assigned, otherwise the smaller the value. The

key of the algorithm is to solve the weight. The simulation results show that the weight

solution proposed in this section is consistent with the state of sensor performance. In

order to verify whether the algorithm can detect abnormal data in the sensor node data,

the sensor node data mixed with abnormal data is used as experimental samples for

verification. Experimental results show that the algorithm can effectively monitor ab-

normal data.

As shown in Fig. 9, reducing data traffic in wireless sensor networks is an important

way to save energy. By processing the original row data into imprecise data and sending

it to users, the data fusion technology greatly reduces the traffic in sensor networks,

thus saving the energy of nodes and prolonging the network lifetime. Based on the pre-

diction of data fusion technology in wireless sensor networks, a prediction model is

established by using the historical data collected by nodes to achieve the purpose of re-

ducing data transmission. The common method of this algorithm is: when the error be-

tween the predicted result and the actual collected value is less than the preset error

Table 4 The correlation probability of the algorithm

Item All single Operating time Covariance Estimated value

Gamma 3.38 3.21 1.93 1.87

State estimation 3.73 2.82 3.86 5.44

Absolute difference 5.65 2.56 4.5 2.27

Correlation 2.48 1.33 1.43 2.18

Fig. 7 Mean square error of simulation results of three fusion algorithms
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threshold, the source node does not need to send the collected value. Otherwise, the

source node sends the collected actual values to the destination node and updates its

prediction model.

As shown in Table 5, the prediction-based data fusion algorithm may have such a

problem: when the node is affected by the environment or other human factors, the

data obtained by the node itself is abnormal, which will lead to the prediction error

greater than the error threshold. If the node sends the abnormal data to the host node

according to the previous convention, it will not only affect the fusion result but also

increase the network communication burden.

As shown in Fig. 10 and Table 6, in addition, due to the limited energy and the lim-

ited computing and storage capacity of sensor nodes, if the complexity of modeling al-

gorithm or prediction algorithm is very high, there may be serious problems in

practical operation. Therefore, it is necessary to reduce the complexity of prediction

model and algorithm while ensuring the accuracy of prediction results.

Fig. 8 The performance of the sensor data

Fig. 9 Abnormal data detection
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5 Conclusion
Multi-sensor data fusion technology has made great progress in today’s society. At the

same time, the application of this technology has also played a role in the development

of economic equipment. With the continuous improvement of people’s living stan-

dards, people pay more and more attention to their own health conditions. I hope that

multi-sensor data fusion technology can improve and improve people’s health level. In

this case, the information obtained by a single sensor is always imperfect. Therefore,

multiple sensors are used to obtain more dimensional information about the target, en-

sure the integrity and accuracy of the information, and fuse the multidimensional infor-

mation that can help us accurately. You need to detect the target from an angle to

determine the physiological health of the user. This paper analyzes the multi-sensor in-

formation fusion technology in detail, explains the basic principles of multi-sensor in-

formation fusion, fusion process, fusion level, architecture, and general fusion

algorithms, and describes the sensor information fusion technology and its biomedical.

Build an application model for detection from application frameworks, control struc-

tures for multi-sensor integrated systems, information fusion, etc. The current situation

of multi-sensor information fusion technology is studied in several aspects.

This paper summarizes the overall framework of multi-sensor information fusion,

studies, and constructs a sensor information fusion technology and its application

model in biomedical detection, multi rule information fusion architecture. The hier-

archical fusion prediction model of feature level and decision level is realized. In the

Table 5 The node sends the abnormal data to the host node

Item Fusion Consistent Sensor Performance Monitor

Deviation 2.66 4.96 2.17 2.32 4

Simulation 5.66 2.61 1.79 3.73 2.13

Solution 4.08 1.41 4.62 4.88 1.15

Samples 4.52 4.04 4.38 3.28 3.67

Fig. 10 The complexity of prediction model and algorithm
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aspect of data fusion, several different data fusion calculation methods are used in the

actual experiment.

In the past, there was a problem in the research of general data fusion algorithm. We

need to manually set the upper limit of data fusion. The problem is that we usually set

values based on experience. However, different values set by subjective experience lead

to the difference or uncertainty of fusion results. Finally, the robustness and accuracy

of the fusion results are affected. To solve the above problems, we propose a new algo-

rithm. The theoretical basis of the algorithm is fuzzy theory. Based on this theory,

multi-sensor data fusion is carried out. Firstly, the optimal fusion set of the algorithm

is defined to obtain effective observation data. Then, the fusion degree matrix method

is used to set the weight of different sensors reasonably, and simultaneous interpreting

the estimation formula of data fusion. For the effectiveness of the algorithm, we can

verify it through application examples or simulation, and the results are effective. Fi-

nally, due to the limited experience of the author, the research in this paper is not com-

prehensive and specific, and the author will continue to deepen the research in the

future. The innovations of this article are: (1) Innovation and innovation in biomedical

testing. (2) Use numerical values to characterize the degree of fusion in body

temperature and blood oxygen fusion. (3) The performance of sensor data is increased

at the biomedical level, showing the characteristics of multidisciplinary interaction.
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