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1  Introduction
In this era of information explosion, the internet has occupied a very important position 
in people’s lives; it has enriched people’s cultural lifestyles and changed the mode of our 
production and behavior. However, at some level, it also creates network security prob-
lems, and network intrusion is increasingly frequent, accompanied by the characteris-
tics of large scale, high frequency, and many types. Network security issues are gradually 
becoming an important topic of concern for researchers, and the main responsibility of 
network intrusion detection systems (IDS) is to detect and resolve threat attacks, which 
is an important method for defending against malicious threats to the network [1]. As 
a means of effectively circumventing intrusions, network intrusion detection has very 
strict requirements in terms of detection accuracy. To improve detection accuracy, many 
researchers have used optimization tools such as machine learning and feature selec-
tion [2]. It also includes the least-squares technique, kernel function methods, neural 
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networks, and population optimization algorithms. These optimization tools continue 
to improve intrusion detection accuracy. However, too much research currently remains 
at the level of overall accuracy, and there is certain neglect for detecting smaller-scale 
data. The imbalanced data causes the detection model to have a high false alarm rate 
and a low detection rate for smaller-scale network attacks, so there is still much research 
significance and room for improvement in the detection effect of minority class samples.

It is notable that using decision forests has poor decision performance, which nega-
tively affects the final voting results and model predictions. To solve this problem, this 
paper proposes an intrusion network detection model based on the enhanced random 
forest and SMOTE algorithms. In the first stage of data preprocessing, the SMOTE tech-
nique was employed to analyze the minority class samples and manually synthesize new 
samples based on the minority class samples to add to the dataset, and it was further 
improved by using K-means to make the sample dataset more convergent to the clus-
ter center. The decision tree with good classification performance in the random forest 
model was calculated and selected for similarity calculation in the second stage. Before 
generating a new random forest model, we analyzed the types of network attacks and 
corrected the prediction results of voting processing through reasonable use of the simi-
larity matrix of network attacks. Finally, the enhanced random forest model was trained 
on the processed NSL-KDD dataset in this paper, and the detection effect achieved the 
desired results.

The remainder of this paper is organized as follows. The second part presents the 
related work. The third part presents the method framework and the relevant methodo-
logical mathematical definitions. The fourth part describes the evaluation criteria for the 
model and the analysis of the experimental results. The fifth part concludes the paper.

2 � Related work
An intrusion detection system is an important research area of network security, attract-
ing numerous researchers to improve and optimize the technology, and a good detection 
system needs to have efficient and stable characteristics. At present, many research-
ers implement detection research by using machine learning algorithms on the public 
dataset NSL-KDD to improve the detection of malicious network activities by intrusion 
detection systems in this way.

The development of intrusion detection systems needs to be traced back to 1986 when 
the research group of Dorothy E. Denning et al. successfully implemented the first intru-
sion detection model, and subsequent research focused on feature extraction, classifier 
optimization, and data preprocessing [3]. Among them, the widely used classification 
algorithms include support vector machine (SVM), random forest (RF), K-nearest neigh-
bors (K-NN), and other classification algorithms.

Zhao et al. implemented the improvement and parameter optimization of the support 
vector machine algorithm by analyzing the traditional detection system, where parame-
ter optimization was achieved through the use of the particle swarm optimization (PSO) 
algorithm and the combination of the SVM algorithm and the hybrid kernel function [4].

S.J. Horng et  al. optimized feature selection and their proposed detection model by 
combining a hierarchical clustering algorithm with an SVM, thus achieving the classifi-
cation detection function [5].
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To further optimize the detection model for detection accuracy and false alarm rate, 
numerous researchers have optimized feature selection through research. Among them, 
Sumaiya et  al. combined multiclass support vector machines with Chi-square feature 
selection. Through a series of test experiments, the results showed that the bonding 
method can achieve some improvements compared with other studies [6]. Peng et  al. 
optimized the data type for the net attack by combining the minibatch means combined 
with principal component analysis (PCA) through analyzing the clustering algorithm [7].

RM et  al. used the random forest and weighted K-means classifiers simultaneously 
through analyzing the classification algorithm, and this new hybrid algorithm was tested 
on the KDDcup99 dataset to evaluate the model performance with good improvement 
results [8].

The classification optimization algorithms proposed by many scholars prompt us to 
attempt to further optimize the random forest classification algorithm to achieve detec-
tion and classification of malicious attacks on the internet. However, too many stud-
ies focused on the overall detection accuracy and false alarm rate metrics, but they 
neglected the imbalance between training data types, and the proportional differences 
between data samples constantly affect the detection performance, which leads to a 
decrease in detection accuracy and an increase in false alarm rate for fewer sample types.

Many researchers have attempted to solve the data imbalance problem by processing 
the proportion of training data types, including oversampling and undersampling meth-
ods [9].

OFek et al. proposed a fast clustering method by combining undersampling techniques 
with clustering algorithms by analyzing the original clustering algorithms [10]. Based on 
this, the training results were weighted, and the algorithm achieved good results with 
certain applicability and effectiveness in processing the binary classification problem of 
the dataset.

By analyzing the reinforcement learning algorithm and data imbalance, Ma Xiang-Yu 
et al. used the ability of reinforcement learning autolearning combined with the SMOTE 
algorithm to further optimize the data environment and finally proposed the anomaly 
detection framework [11].

Additionally, Yan et al. implemented a mean SMOTE (M-SMOTE) algorithm through 
their research on the SMOTE algorithm and verified the effectiveness of the algorithm 
in the classification process of unbalanced network data [12]. In general, although many 
studies focus on optimizing outstanding machine learning algorithms and the overall 
training metrics of the dataset, and the optimization methods include feature selection, 
data preprocessing, and classifier optimization, we can still make appropriate improve-
ments in this area to obtain improved detection results.

3 � The proposed intrusion detection model
The intrusion detection model involved in this paper selected machine learning algo-
rithms such as random forest, which are commonly used in related studies. The per-
formance of the classifier was improved by optimizing the random forest algorithm 
for similarity and combining it with data imbalance processing techniques. The overall 
architecture of the intrusion detection model is shown in Fig. 1, which includes the fol-
lowing processes:
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(1)	 The analysis of the NSL-KDD dataset revealed the imbalance in the samples of the 
network attack type dataset. This imbalance resulted in higher false detection rates 
and lower accuracy for detecting smaller-scale samples. Therefore, this paper pro-
posed a combination sampling method by combining the K-means algorithm with 
the SMOTE algorithm. This approach can reduce the number of outlier samples, 
enrich the attribute features of the minority samples, and increase the sampling 
number of the minority samples to build more balanced sample data of the network 
environment.

(2)	 To further reduce the computational overhead time and increase the detection 
performance, it was necessary to convert the nonnumerical features in the original 
dataset digitally and then convert the values to a specific range by normalization. 
This allowed dataset normalization and feature selection by information gain to fil-
ter out unnecessary features.

(3)	 The classification model was trained by feeding the normalized processed data-
set into the enhanced random forest algorithm. The whole process is explained in 
detail as follows: the traditional random forest model is initially constructed, and 
then the constructed model is evaluated based on the area under the curve (AUC) 
index for the decision tree performance. The decision tree with the best perfor-
mance is selected by the abovementioned approach. Then, the decision trees with 
high similarity are filtered by calculating the similarity between them, and finally, 
the decision trees with low similarity and high performance are formed into an 
enhanced random forest model, and the activity similarity matrix is generated to 
determine the results of subsequent activities.

(4)	 In the next section, correction and optimization of detection results are performed 
by calculating the similarity relationship between sample types of network attack 

Fig. 1  Model architecture
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data. The process started with a preliminary determination of the cybersecurity 
attack dataset by enhanced random forest and determined the type of attack by 
majority voting. In the next step, this paper made accuracy judgments were made 
based on the key features, and if the judgment results indicated that the activity 
type was not reasonable, the results were corrected based on the attack type simi-
larity matrix.

(5)	 A classification model with relatively good performance was obtained after 
enhanced random forest training, and the results were evaluated by conducting 
performance tests on the NSL-KDD dataset.

3.1 � Construction of a balanced dataset based on the K‑means clustering algorithm 

and smote sampling technique

There are a large number of normal-type samples in the network attack dataset, while 
the number of abnormal samples is relatively small, which interferes with the classifica-
tion performance in the process of detection model training. Such problems result in a 
classification model that performs well in terms of accuracy for majority classes of sam-
ples, but the accuracy of the minority classes may not be satisfactory, and the gener-
alization ability of the overall classification model is relatively weak. Among the many 
sampling algorithms, the diversity of the training sample is maintained and the inherent 
characteristics of the sampled samples are preserved. Therefore, the SMOTE algorithm 
technique is used for the oversampling of minority class samples in this paper. By ana-
lyzing the minority samples, multiple minority samples are manually processed to gen-
erate new samples and added to the original dataset. This approach allows optimization 
of the network environment sample and minimization of the model overfitting problem. 
The main idea of the algorithm is explained in detail as follows:

(1)	 For every sample x from the minority class sample, based on the Euclidean distance 
as the reference standard, the distance from this sample to other samples of the 
same type is calculated. The k nearest neighbors of this sample are obtained by the 
above operation.

(2)	 By analyzing the number of samples in advance, a more reasonable oversampling 
rate N is determined. Based on the determined parameter N, the random selection 
operation of the number of samples from the k nearest neighbors obtained above is 
denoted as xn.

(3)	 For the random nearest neighbor sample xn obtained by operation (2), the new 
sample points are constructed by performing the operation shown in Eq. (1) with 
the initial sample points in turn.

The SMOTE algorithm technique achieved some effect and improved the overfitting 
problem. Based on the traditional SMOTE algorithm, a series of improved algorithms 
have been proposed and have achieved better performance, including AE-SMOTE and 
SMOTE-ENN [13]. However, the analysis of the network security dataset revealed that 
the SMOTE algorithm still had certain problems in dealing with imbalance problems, 

(1)xnew = x + rand(0, 1)× |x − xn|
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such as handling outlier values. Related studies have addressed this type of problem by 
excluding such values a priori or by not considering outlier values; for example, this type 
of value was not handled in Borderline-SMOTE [14]. Therefore, in this paper, the inter-
ference of outlier points in the sample generation process was reduced by combining 
the K-means clustering algorithm with SMOTE, and the detailed steps of the improved 
SMOTE algorithm are shown as follows:

(1)	 The minority samples data are analyzed, the number of clustered sample centers 
T is determined, and then the target samples are selected by K-means clustering 
based on this value.

(2)	 For the target sample determined in the above step, a random sample is selected, 
and the k nearest neighbors of this sample in the target sample are calculated.

(3)	 The samples are also selected from the k nearest neighbors based on the preana-
lyzed data and oversampling rate N is set. The mean value between all samples is 
calculated, and then a new sample is generated between that value and the neigh-
boring samples following the steps shown in Eq. (2).

The overall flow of the improved sampling processing algorithm is shown in Fig. 2, and 
the figure is demonstrated using the binary classification problem. First, the number of 
outlier samples was minimized as much as possible by clustering through K-means, and 
then the obtained outlier samples were used in an optimized way for the subsequent new 
sample production process. Then, the mean sample of the neighboring points was calcu-
lated, and an attempt was made to use it as the center of the later sample clustering with 
the nearest neighbor sample to generate the new sample. The attribute characteristics of 
the new samples obtained in this way were richer and the number of outliers was rela-
tively reduced compared with the traditional way, which was more beneficial for training 
the random forest classifier later. The overall sampling process is shown in Fig. 2.

3.2 � IDS based on enhanced random forest

The random forest algorithm has relatively high detection accuracy compared to other 
classification algorithms, and the algorithm is more tolerant of noisy samples, which 
has resulted in numerous theoretical and experimental studies focusing on the use of 

(2)
xmean =

1

k

k
∑

i=1

xi

xnew = xi + rand(0, 1)× (xmean − xi)

Fig. 2  Sampling processing
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these algorithms. As a combinatorial classifier algorithm, by learning the basic idea of 
the bagging algorithm to obtain N bootstrap training samples with a put-back sampling 
of the original dataset, the disguised augmentation of the samples used for training can 
be achieved. This approach effectively reduces the probability of overfitting. The dataset 
obtained by the above operation is fed into a decision tree model for training, and the 
final model is combined to generate a forest classification model. The model predicts the 
results by majority voting. The overall flow of random forest is shown in Fig. 3.

However, there is still much room for improvement in the traditional random forest 
model. It includes improvements in the classification ability of each decision tree in the 
forest, further optimization of the correlation between decision trees in the combined 
forest model, and optimization of the voting method adopted in the result determina-
tion process. A relatively good combinatorial model needs to have the following charac-
teristics: good decision-making ability within classifiers and a small correlation between 
classifiers. This paper optimized the random forest from the following aspects. First, the 
classifiers with excellent decision performance were selected by the area under the curve 
(AUC) index, then intertree optimization was performed by calculating the similarity 
between the decision trees, and finally, the result correction process was performed by 
determining the similarity between the network attack results.

The horizontal and vertical axes of the receiver operating characteristic (ROC) curve 
depict the proportion of predicted types that are consistent with positive samples 
and actual types, respectively. The value of the area under the curve (AUC) is the area 
between the ROC curve and the coordinate axis. It serves as the corresponding probabil-
ity value, and it can indicate the superiority of the classifier performance by comparing 
the high or low value, which is the reason that it is a criterion for internal performance 
optimization. In addition, the structural similarity between classifiers can be further cal-
culated based on calculating classifier nodes and branches. Based on this, the structural 
similarity between classifiers was further calculated, which could be roughly classified as 

Fig. 3  Random forest classifier
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similar (more than 80%) or dissimilar (less than 40%) by setting a certain threshold value 
as the judgment criterion. After the similarity comparison by the above steps, the values 
were transformed into matrix form, and the secondary optimization process was carried 
out according to the difference in classification and the AUC level. The classifiers with 
strong individual classification ability and low similarity were selected to form a classifi-
cation model by combining them.

The details of the enhanced random forest model involved in this paper are explained 
as follows:

(1)	 Analyzing and using the bagging algorithm, the original network security samples 
are selected and grouped randomly, the number of in-of-bag (IOB) samples for 
each group is W, and the obtained sample order set is as follows:

(2)	 Based on the above-obtained training sample set (3), the corresponding optimal 
splitting attributes and candidate attributes are selected by random attribute selec-
tion and Gini index. After N rounds of model training, the corresponding classifica-
tion model is finally obtained. By calculating and ranking the AUC values, the set of 
classification models with excellent classification performance is selected.

(3)	 The acquired classification models are optimized based on the similarity, and the 
classifiers with high similarity and poor classification performance are emptied. The 
computational approach taken in this paper focuses on calculating and applying 
structural similarity, and this class of methods learned and borrowed from Bakirli’s 
[15] multitree intersimilarity optimization method. By analyzing and utilizing the 
decision tree storage structure form, the classifier is transformed and decomposed 
into the corresponding rule set and candidate rule set. The similarity similarityc1,c2 
between multiple trees is derived by comparing split nodes among them and gener-
ating the similarity matrix Matrix . The set of classifiers (4) with high similarity and 
poor overall performance is selected by setting the corresponding thresholds:

(4)	 Based on the classification combinations obtained by the above operation, the 
results are determined. The traditional rules for voting in the classification model 
are based on the majority voting principle, as shown in (5):

In (5), F(X) denotes the combined classification model after the optimal selection 
shown above. ClassifierQ (x) denotes the Q single classifiers in the combined classifica-
tion model, and T denotes the label classification result.

In this paper, the voting session results were processed with corrections. Certain cri-
teria needed to be established because the detection accuracy of the classification model 
was not completely accurate, and if there was a misclassification during the detection 
process, the method could be used to correct the detection results. Therefore, some 

(3){IOB1, IOB2, . . . , IOBW }

(4)
{

classifier1, classifier2, . . . , classifierQ
}

(5)F(x) = arg max
∀T

Q
∑

i=1

(

classifierQ(x) = T
)



Page 9 of 20Wu et al. EURASIP Journal on Advances in Signal Processing         (2022) 2022:39 	

activity rules needed to be predefined. The voting result F(X) was obtained after the 
majority voting of the result by the combined classifier, and the result of this determina-
tion was within a reasonable range if the attribute characteristics of the type were within 
the predefined activity rules. If the attribute characteristics of the activity did not match 
the set activity rules, it was necessary to calculate the similarity relationship between the 
decision results to generate the SimMatrix . Finally, a relatively more reasonable deci-
sion could be chosen based on the probability value SimMatrix obtained. This operation 
focused on the following components:

1.	 Setting activity rules.
2.	 Generating the activity similarity matrix.

3.2.1 � Setting activity rules

Through analyzing the NSL-KDD dataset samples, more critical features and candi-
date features were found, which could be used as the basis for setting the corresponding 
activity rules. The number of NSL-KDD attribute features was relatively large at 41, and 
the attack type labels were roughly divided into two categories, including normal and 
anomaly. The anomaly data types could be divided into four major categories, including 
denial of service attacks (DOS), probe, users to root attacks (U2R), and remote to local 
attacks (R2L).

To reduce the computational overhead time and reduce the false detection rate when 
analyzing and processing data of larger size and dimensionality, similar studies included 
optimization methods commonly used in Mohammadi [16], Selvakumar [17], and 
Staudemeyer [18], such as feature compression. After extensive experimental research 
by analyzing and processing the entire KDDcup99 dataset, Staudemeyer massively 
compressed the attribute features to 11, including duration, service, and other types. 
Based on this, by combining the decision tree classification method with correlation, 
the extracted features compressed the scale more efficiently compared to the previous 
methods.

On this basis, the inherent features of the dataset were selected through information 
gain. The attributes selected for the active rule setting included service, src_bytes, dst_
bytes, hot, num_file_creations, dst_host_srv_count, and dst_host _same_src_port_rate.

After experimental comparison, it could be seen that the effect of service was relatively 
better; specifically, the set of service attributes of U2R included tftp_u, ftp_data, and 
gopher, pm_dump. The set of R2L attributes included telnet, ftp_data, ftp, other, http, 
imap4, and login. The set of service attributes for the rest of the data samples contained 
R2L.

Therefore, the following rules were established for the event. If the service attribute of 
the detection target was a subset of the set corresponding to R2L and did not belong to 
the dataset corresponding to U2R, the set Tser of result types was determined to be R2L, 
probe, DOS, and normal. If the service attribute of the detection target was not a subset 
to which R2L belonged, the set Tser of network attack types was distributed in the probe, 
DOS, normal. The specific explanation of the activity set where the process judgment 
was located is shown in (6):
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where F(x) is obtained by majority voting, x is the intrusion behavior characteristic, and 
Tser is the set of types obtained by the activity rule.

If the result F(x) obtained by the combined classifier is in Tser, the final invasion 
type is determined as F(x). In contrast, if the results do not match, the set of attack 
types in Tser and F(x) are calculated by similarity, and the one with the largest prob-
ability value in the set Tser of types is selected as the final classification result.

3.2.2 � Generating the activity similarity matrix

To analyze the intrusion detection data samples, it was clear that the malicious 
network attack types had certain similar property operations, such as DOS, U2R, 
PROBE, R2L, and other attack types, which could lead to the reduction in Src_byte 
and dst_byte byte values. U2R- and R2L-type attacks could be detected by hot, num_
failed_logins feature behavior, and malicious interactions had a strong correlation in 
time. Therefore, the analysis of the correlation between attack types could be per-
formed in advance, and in this way, the correction operation of the random forest 
determination results was achieved. A large number of experiments for intrusion type 
detection were conducted in this paper, and on this basis, comparisons were made 
with the real type to generate the corresponding activity matrix in Fig. 4.

The corresponding target relationship probability values were obtained by the oper-
ations shown below:

(6)T =

{

F(x) F(x) ∈ Tser

max
j

AcCorr[classifer(x)][j] F(x) /∈ Tser

Fig. 4  Attack-type similarity matrix
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In (7), 
∑n

r=1 time[a][r] denotes the total number of attack types determined as a after 
pre-experimental processing, and time[a][b] denotes the proportion of attack types 
determined as b among the attack types determined as a obtained above.

4 � Results and discussion
This section provides a detailed description of the experimentally relevant dataset and 
the preprocessing process, followed by a brief description of the evaluation metrics 
used in this paper, and finally, a comparative analysis of the experimental results was 
described. This paper used Python for code implementation. The experimental environ-
ment was configured as follows: Intel Core i5-10400 processor, 16 G memory device, 
and Win10 Professional 64-bit operating system.

4.1 � Dataset description

Through analyzing the experimental datasets used in similar studies, one that is better 
known in the field of intrusion detection and has obvious disadvantages is the KDD-
cup99 dataset. The main problem in this dataset is that the system training data, which 
consists of up to 75% redundant data, tends to be somewhat misleading to the classi-
fier. This allows the classifier to focus on records with more frequent occurrences and 
to learn relatively less from minority classes of data, including R2L and U2R, which has 
a great impact on the model detection effect and makes the classification results have a 
more obvious bias.

Considering the above factors, this paper to adopted an NSL-KDD dataset optimized 
for frequent records in the KDD dataset. As shown in the table, the overall data types 
of the NSL-KDD dataset can be broadly classified into two categories, including nor-
mal and anomaly. The exception types in the dataset can be subdivided into four major 
categories and many subtypes, including DOS, probe, U2R, and R2L. Table 1 shows the 
distribution of the specific type composition of the dataset.

The data imbalance problem that exists in the NSL-KDD dataset is shown in Fig. 5. 
The proportion of normal-type samples in the overall data sample dominates, but those 
types of sample data, such as probe, R2L, and U2R, which are more frequent in real 
attack activities, are slightly underrepresented in the overall dataset.

(7)
sima,b =

time[a][b]
n
∑

r=1

time[a][r]

Table 1  Attack-type distribution

Attack type Class Subclass

Normal Normal normal

Anomaly Probe ipsweep, mscan, nmap, portsweep, saint, satan

DOS apache2, back, land, mailbomb, neptune, pod, processtable, smurf, teardrop, udpstorm

U2R buffer_overflow, httptunnel, loadmodule, perl, ps, rootkit, sqlattack, xterm

R2L ftp_write, guess_passwd, imap, multihop, named, phf, sendmail, snmpgetattack, 
snmpguess, spy, warezclient, warezmaster, worm, xlock, xsnoop
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4.2 � Data preprocessing

To further reduce the computational overhead time and ensure processing important 
attribute information, it was necessary to numerically transform the attributes that were 
not directly available in the original dataset and perform data normalization operations 
on the key data. The number of attribute features in the original dataset was up to 41, 
including basic features such as duration, content features such as host, and time and 
host-based network traffic statistics such as count and dst_host_count. Among them, 
preprocessing operations focused on processing character-based attributes, including 
protocol_type, service, and flag. First, numeric values were assigned to the tail column 
data types of each data sample, including the following five types: 0 for normal type, 1 
for probe-type attack, 2 for DOS type attack, 3 for U2R type attack, and 4 for R2L type 
attack. Then, the character-based values were transformed into binary code features for 
easy identification and processing by one-hot encoding; for example, the protocol_type 
field was preprocessed to represent the TCP protocol using [1, 0, 0]. Finally, to prevent 
the model performance from being affected by data processing overflow problems dur-
ing training due to overly large data values, a normalized processing operation for the 
original data was necessary and mapped to the [0, 1] interval range.

where rmin represents the minimum value of the current attribute feature, rmax repre-
sents the maximum value of the current attribute feature, and rn represents the value 
after normalization.

4.3 � Evaluation metrics

To obtain a comprehensive understanding of the overall model classification and the 
performance effect of classifying fewer classes of samples. The performance evaluation 
metrics selected in this paper include accuracy, recall, precision and F1-score, which 
were commonly used in similar studies, in addition to the commonly used accuracy rate. 
All of the above indicators were derived from analyzing and applying the basic attrib-
utes of the confusion matrix, including true positives (TP), true negatives (TN), false 
positives (FP), and false negatives (FN), and the specific explanation of each indicator is 
shown below:

(8)rn =
r − rmin

rmax − rmin

Normal Dos Probe U2R R2L Total
Test 9711 7458 2421 200 2754 125973
Train 67343 11656 45927 52 995 125973

0
20000
40000
60000
80000

100000
120000
140000

NSL-KDD DATASET

Fig. 5  Overall NSL-KDD data statistics
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where TP (true positive) is the quantity of real intrusion data that is detected as intru-
sion data and TN (true negative) is the quantity of data that is correctly discriminated as 
normal behavior. FN (false negative) is the quantity of intrusion data that is recognized 
as normal behavior, and FP (false positive) is the quantity of data where normal behavior 
is identified as intrusion data. Accuracy can evaluate the model performance. However, 
when unbalanced sample data are analyzed, the model does not evaluate the data cor-
rectly. Therefore, it is necessary to add accuracy and recall to the evaluation.

Precision is the ratio of data correctly identified as intrusions to those predicted 
to be intrusions. Recall is the ratio of data correctly identified as intrusive to data 
actually identified as intrusive. The F1-score is the harmonic average of precision and 
recall, which responds to the generalization ability of the model, and a model with a 
high F1-score is easier to apply to practical problems.

4.4 � Experimental results on NSL‑KDD

The experimental process and the evaluation of experimental results were divided 
into training and testing. The original NSL-KDD Train + dataset was allocated in a 
ratio of 80:20 for training and testing validation of the model, respectively. Finally, 
the performances of various classifiers were tested and evaluated on the NSL-KDD 
Test + dataset. The test classifiers used in this paper included classical machine learn-
ing classification algorithms such as SVM, RF, and KNN. The detection effect of each 
classifier on the categories is clearly shown in the following figure, in which the detec-
tion accuracy of the proposed algorithm on the validation set is as high as 99.72%, 
which is approximately 2% better than other classifiers. The details of the experiments 
of the proposed method for binary classification on the NSL-KDD dataset are shown 
in detail in Fig. 6.

From Table 2, it can be seen that the enhanced random forest method proposed in this 
paper is effective in the accuracy of various types of attacks. The accuracy is high in all 
categories and only slightly lower than KNN in two of the attack types.

Therefore, the model proposed in this paper performs better overall in terms of accu-
racy rate. In terms of recall, the method in this paper outperforms other comparative 
algorithms in general and is only slightly lower than KNN in the normal category, but 
the model in this paper performs better in a few categories in terms of recall, indicating 
that the method in this paper to solve the data imbalance problem is effective.

(9)Accuracy =
TP+ TN

TP+ TN+ FP+ FN

(10)Recall =
TP

TP+ FN

(11)Precision =
TP

TP+ FP

(12)F1 - score =
2TP

2TP+ FP+ FN
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In Table 3, the method in this paper is generally better than other comparison experi-
ments in terms of the F1 score, and the F1 scores concentrate the precision and recall 
rates, which illustrate the effectiveness and feasibility of the method in this paper.

In Table  4 and Fig.  7, the experimental results on the test set KDDTest + show that 
the proposed method had a high recall on all attack types and had a significant advan-
tage over other detection models, with obtained recall rates of 84.56, 77.53, 26.50 and 
30.63, respectively. Compared with the original random forest model, there was a large 
improvement in all types except for the attack type, which was slightly lower, 11.08, 19.5 
and 9.26.

Table 5 shows the statistical results of the F1-SCORE metrics for attack type to bet-
ter evaluate the combined detection performance of each detection model for the four 
attack types. The model proposed in this paper obtained the highest F1-score of 79.98, 
6.02, 6.50 and 30.63 for DoS, probe, U2R and R2L, respectively. Compared with other 
modeling methods, all types of results significantly improved. The F1 score concen-
trates the precision and recall rates, which indicate the effectiveness and feasibility of the 
method in this paper.

From the information in Figs. 7 and 8, the highest accuracy of our classification model 
was 78.4 when it was evaluated in the KDDTest + dataset. In addition, it was notable that 
the detection effect of all types of classification models for minority samples, such as 
U2R and R2L, was slightly lower compared with other majority classes, which was due to 
the imbalance of data between samples during the training process leading to the train-
ing model focusing too much on the detection of majority class samples.

The classification algorithms were evaluated in the NSL-KDD dataset after being pro-
cessed by the sampling method proposed in this paper, and the classification results are 
clearly shown in Figs.  8 and 9. The proposed hybrid method combined the K-means 
clustering method with the SMOTE sampling technique, which improved the detection 
effect of each classifier for minority class samples and effectively alleviated the problem 
of data imbalance. Therefore, the proposed method in this paper optimizes the intrusion 
detection dataset to a certain extent, and the sampled dataset has some practical signifi-
cance compared with the original dataset.

In addition, we compared the proposed method with excellent research methods to 
further show the superiority of the proposed method. The comparison results obtained 

SVM KNN RF OUR
METHOD

Accuracy 96.75% 98.42% 98.34% 99.72%
Precision 0.9803 0.9898 0.9838 0.9967
Recall 0.9606 0.9875 0.9815 0.9958
F1-Score 0.9703 0.9886 0.9826 0.9962

94.00%
95.00%
96.00%
97.00%
98.00%
99.00%

100.00%

Accuracy Precision Recall F1-Score
Fig. 6  Comparison of algorithms on the training set (2-class)
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are described in detail in Table 6, where the dataset used, the classification model, the 
accuracy rate, and other factors were used as aspects of the comparison. As described in 
the table, in terms of the overall accuracy, the enhanced random forest method used in 
this paper and the random forest method used in the literature [19] had higher accura-
cies of 99.72 and 99.4, respectively. Second, compared with the classification methods 
such as SVM used in the literature [22], the detection accuracy of this paper improved.

5 � Conclusion
In this paper, we analyzed the attack types and similarities of malicious intrusion attacks 
in the NSL-KDD dataset, and then an intrusion detection system model was proposed 
and discussed based on the enhanced random forest and SMOTE algorithm. First, train-
ing samples were equalized by combining the K-means algorithm with the SMOTE 
algorithm to some extent to compensate for the undertraining of smaller-scale sam-
ples. Then, the optimization of the similarity between decision trees was used to fur-
ther enhance the random forest detection performance. Initial detection was obtained 
by enhancing random forest, and finally, the results were further corrected by the intru-
sion attack similarity. This paper evaluated the enhanced random forest algorithm on 
the NSL-KDD dataset and achieved a relatively ideal effect. In the future, our study will 
further optimize the model accuracy and computational overhead time through fea-
ture extraction and classifier selection. Intrusion detection systems have great research 

Table 3  Comparison of the F1 score with the traditional machine learning method (5-class)

Attack type F1-score (%)

KNN SVM RF Our method

Normal 99.49 95.62 98.30 99.62

Probe 96.81 94.97 90.51 97.35

DOS 99.78 94.23 97.05 99.91

U2R 78.89 79.21 76.98 86.58

R2L 88.93 83.39 82.72 94.68

SVM KNN RF OUR
METHOD

Accuracy 74.01% 75.51% 76.21% 78.47%
Recall 0.74 0.75 0.76 0.78

71.00%
72.00%
73.00%
74.00%
75.00%
76.00%
77.00%
78.00%
79.00%

Accuracy Recall
Fig. 7  Comparison of algorithms on KDDTest+
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significance as an important method for defending against malicious activities, and the 
use of ensemble learning methods can further improve detection accuracy and robust-
ness, so machine learning technology has an important role in advancing research in the 
network security field.

Table 5  Comparison of F1-score with the traditional machine learning method on KDDTest+

Type F1-score (%)

KNN SVM RF Our method

DOS 77.24 75.56 79.65 79.98

Probe 67.20 46.20 67.42 76.02

U2R 3.09 2.77 7.00 26.50

R2L 6.93 6.39 21.37 30.63

Probe Dos U2R  R2L
 Percision SVM 48.95% 77.40% 2% 9.38%
 Percision KNN 62.21% 79.38% 4.50% 5.16%
 Percision RF 66.25% 84.77% 7% 21.37%
 Percision OUR METHOD 77.53% 84.56% 26.50% 30.63%

0.00%
10.00%
20.00%
30.00%
40.00%
50.00%
60.00%
70.00%
80.00%
90.00%

 Percision SVM  Percision KNN  Percision RF  Percision OUR METHOD

Fig. 8  Multiclass comparison of algorithms on the original dataset

Probe Dos U2R R2L Normal
SVM 66.01% 75.56% 6.75% 20.56% 82.39%
KNN 74.93% 75.32% 17.02% 35.82% 83.62%
RF 64.89% 77.94% 10.46% 40.30% 80.17%
OUR METHOD 75.66% 75.58% 25.15% 55.62% 87.78%

0.00%
10.00%
20.00%
30.00%
40.00%
50.00%
60.00%
70.00%
80.00%
90.00%

100.00%

SVM KNN RF OUR METHOD
Fig. 9  Multiclass comparison of algorithms on the sampling dataset
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