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1  Introduction
In recent years, autonomous driving technology has developed rapidly, and a single sen-
sor with a small sensing range, little scene information, and a single processing method 
cannot adapt to the complex real-world environment [1, 2] and cannot effectively assist 
the car in environmental perception. Multi-sensor fusion enables the vehicle to per-
ceive the surrounding environment and make decisions using 3D coordinates, depth, 
direction, speed, and other information about the perceived object. Vehicles are usually 
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equipped with multiple types of sensors, among which cameras have high resolution 
and can provide visual cues of the object to determine its location and category. How-
ever, cameras can only provide 2D information to the vehicle, and their 3D perception 
capability is limited [3]. Current studies such as [2, 4, 5] exploit LIDAR and visual infor-
mation for 3D detection, but the detection accuracy is reduced because both sensors 
have poor stability in harsh weather environments and have difficulty in capturing long-
range targets [6]. In contrast, millimeter-wave radar is less affected by extreme weather 
conditions [7, 8], has higher stability, and is relatively robust, inexpensive, and simple 
to maintain. Figure  1a indicates that the texture information of the camera is blurred 
and susceptible to the images in the night, rain, and other environments; Fig. 1b indi-
cates that the radar points projected onto the images are largely unaffected by weather 
conditions and have better stability. However, millimeter-wave radar is not effective in 
sensing objects at high locations and objects such as pedestrians and bicycles due to the 
restricted vertical angle [9]. As a result, it is difficult to obtain context-aware information 
to directly detect the contours of objects. The detection capabilities of vision sensors 
and millimeter-wave radars can complement each other, and the detection algorithms 
based on millimeter-wave radar and vision fusion can significantly improve the percep-
tion capabilities of autonomous vehicles [10, 11], thus achieving environmental percep-
tion in complex scenarios.

Although 3D detection based on the fusion of millimeter-wave radar point cloud 
information and image vision information can improve vehicle perception of the envi-
ronment, there are problems in data processing and fusion methods. Previous studies 
addressed the limited field-of-view problem of the data by stretching the radar points 
longitudinally, but they cannot capture lateral information. During the mapping pro-
cess, the loss of radar information due to too dense instances and occlusion makes the 
radar information and the image object information inconsistent and leads to irrelevant 
information on the depth value mapping to the image [11–13]. Meanwhile, since radar 
features and visual features are not homogeneous, signal extraction from local domains 

Fig. 1  Millimeter-wave radar and camera performance in diverse weather conditions, where a indicates the 
camera effect map at night and during rain; and b indicates the effect map of radar points onto the image
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is ignored. For local information, generic object detectors usually ignore the contextual 
features of the local area. The study [14] shows that providing useful contextual informa-
tion helps to extract more local information about the detected object. The experimen-
tal results of the study [15] demonstrate that for local regions, the detection accuracy 
is significantly improved by adding special contextual modules. The detection methods 
based on contextual information can extract more local information and improve the 
perception of small objects. Although the existing fusion methods [13, 16, 17] produce 
a joint representation of the information of two modalities, the representation cannot 
fully capture the complex connection between the two modalities. Also, it is difficult to 
exploit the heterogeneous and complementary information between the modal locali-
ties to organically combine the information of the two modalities for deep contextual 
interaction.

To solve the above problems, this paper proposes the CenterTransFuser model. First, 
a radar point spatial information enhancement method and a mask filtering method 
are proposed based on depth thresholding. The spatial enhancement method extends 
the radar point’s height and width so that the radar point can contain all objects on the 
image. The depth thresholding filtering method uses adaptive depth thresholding to 
establish dynamic correlations between image information and radar information to fil-
ter out radar noise. Then, to reflect the importance of local information, the cross-trans-
former fusion model is designed. The model weighs different positions of radar point 
cloud features and visual information feature maps to learn contextually relevant repre-
sentations and capture long-term dependencies in the input sequence. The cross-modal 
cross-multiple attention mechanism in this method enables radar and image informa-
tion to guide and complement each other for cross-modal complementary information 
interaction. Meanwhile, the joint cross-multiheaded attention mechanism contextu-
ally interacts the original features with the features after cross-modal crossover, which 
utilizes both types of modal information while preserving their original information. 
Besides, the method adapts neural networks to generate weight matrices to fuse visual 
features, extract more local information, and fully reflect the importance of local neigh-
borhoods, thus achieving better cross-modal fusion of radar point cloud information 
and visual information.

Overall, the main contributions of this paper are as follows.

•	 A cross-transformer method is proposed to capture the complementary information 
between the radar point cloud information and image information. It performs con-
textual interaction to make deep integration with the local information. Also, long 
and short jump connections are introduced to carry both shallow and deep infor-
mation. Our model enables the point cloud features and image features to be fused 
more closely to reduce detection errors.

•	 The adaptive depth threshold is designed for the depth threshold mask filtering 
method to suppress irrelevant information in the radar point cloud. It provides dif-
ferent information for the radar according to different preliminary depths of the tar-
get in the image. Also, it reduces the loss of depth information caused by radar pro-
jection and a narrow field of view, which increases the correlation between the two 
modals.
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•	 Our model is evaluated on the nuScenes dataset, and the experimental results show 
that our model achieves excellent performance. Particularly, the detection accuracy 
is significantly improved for pedestrians, motorcycles, and bicycles, showing the 
effectiveness and accuracy of the proposed model.

2 � Related work
2.1 � Monocular 3D object detection methods

3D object detection has received increasing attention in the field of autonomous driv-
ing. Monocular detection refers to the classification and localization of targets from the 
input signal with a single sensor. For monocular RGB images, Simonelli et al. proposed 
the MonoDIS model [18], which utilizes a novel deconvolution transform for 2D and 
3D detection losses and untangles the dependencies of different parameters by isolat-
ing and processing parameter sets at the loss level. Zhou et al. proposed the CenterNet 
[19] model by using a keypoint detection network to find the image on the target cen-
troids. Qi et al. used only the image features of the object to process point clouds and 
proposed Frustum point [20]. Meanwhile, they exploited the 2D box and depth informa-
tion obtained from RGB target detectors to locate objects and group points and applied 
point networks on grouped points to extract target features for 3D bounding box predic-
tion. Lang et al. proposed PointPillars [21] to directly use columns to process point cloud 
data to convert 3D space to 2D pseudo-image processing, which greatly improves the 
operation speed.

In addition, with the great popularity of Transformer [22] in image processing, 
researchers have applied Transformer to object detection and achieved good experimen-
tal results. Facebook first proposed the DETR [23] model for RGB images and applied it 
to 2D object detection. Then, an improved 3DETR [24] model was developed, and the 
Transformer architecture was applied to 3D object detection. The experimental results 
show that the model can improve detection accuracy and efficiency. For point clouds, 
Guo et al. proposed the PCT [25] model, which is well suited for unstructured, disor-
dered point cloud data with irregular domains. Pan et al. proposed the Pointformer [26], 
which integrates high-resolution local and global features and captures the dependen-
cies between multi-scale representations. At this stage, using a single sensor for object 
detection has achieved great progress, but a single sensor cannot meet the requirements 
of autonomous driving, and multiple sensors are required to work together to improve 
the safety of driverless cars.

2.2 � Radar point cloud and image fusion object detection methods

For LiDAR and camera fusion, Chen et al. proposed MV3D [2] by using RGB images and 
LiDAR point cloud data as input to project 3D point clouds into aerial and foreground 
views. The integrated data are fused through a network to output classification results 
and bounding boxes. Li et al. proposed SPRCNN [4] by adding additional branches to 
predict sparse key points, view points, and object dimensions after a stereo region pro-
posal network (RPN) and combining them with 2D left and right boxes to calculate a 
coarse 3D object bounding box.
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For the fusion of millimeter-wave radar point cloud and vision information, Nobis 
et al. proposed CRFNet [13] to project radar detections onto the image plane to improve 
the current 2D object detection network by fusing camera data and projecting sparse 
radar data in the network layer. Nabati et al. [16] proposed generating 3D object pro-
posals by using radar detection and then projecting them onto the image plane for joint 
2D object detection. Simon et al. [27] proposed a spatial attention fusion (SAF) module 
based on millimeter-wave radar and vision sensors. The module can be embedded in 
the feature extraction stage and effectively exploits the features of millimeter-wave radar 
and vision sensors. Dong et al. [10] proposed to establish radar-camera correlations by 
deep representation learning to explore feature-level interactions and global inference. 
They adopted a novel sequential loss to enhance the critical association logic to improve 
the model performance. Nabati et al. proposed the CenterFusion model [11] by using a 
truncated cone-based association method to accurately associate radar detections with a 
target on the image.

Then, they exploited the initial detection results to generate a region of interest around 
the object in 3D space and used the fused features to accurately estimate the 3D prop-
erties of the object. In addition, the TransFuser model proposed by Prakash et al. [28] 
uses a self-attention mechanism to combine image and LiDAR representations to fuse 
the global context of the 3D scene into feature extraction layers of different modes, thus 
solving the problem of a high violation rate in complex driving scenes. These methods 
are different in terms of cascade fusion and element superposition fusion, and they use 
adaptive neural networks to generate attention weight matrices to fuse two modal fea-
tures. However, fusion is only performed at a shallow information layer, which often 
results in wrong and missed detections and unsatisfactory detection results.

3 � The proposed method
The architecture of our proposed sensor fusion network is shown in Fig. 2. The network 
takes two branches, i.e., radar point cloud and RGB image, as input and uses Center-
TransFuser to fuse radar point cloud information and visual information. This enables 
deep cross-modal information interaction and contributes to superior performance. 
Firstly, the data of each sensor are processed independently and then fed together into 
the cross-transformer module for contextual information interaction.

3.1 � Radar data preprocessing

Radar point cloud data are characterized by sparsity and a limited vertical field of view. 
In the road scenario, there are more than 3000 LiDAR points projected onto the camera, 
but less than 100 radar points after projection [29]. Meanwhile, due to the operational 
limitations of millimeter-wave radar sensors, radar measurements mainly focus on simi-
lar heights. Each radar point occupies only one pixel point in the image, which does not 
match the true height of the object.

To address the sparsity of radar data, the study [13] used 13 nearest time stamps (about 
1 s) in the joint representation to increase the density of radar data, but the increase in 
radar data brings more noise. Our approach for noise handling is introduced in Sect. 3.2. 
For the missing radar height problem, this paper uses the same design as [13, 29] to 
extend the height of a given radar point to a range of 0.25 to 2.5  m, and the width is 
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extended to a range of 0.05 to 0.25 m in the lateral direction so that the radar point has 
both vertical and lateral information. With this approach, the radar point can contain 
all objects on the image to mitigate the effect caused by the limited field of view of the 
radar. As shown in Fig. 3, the first column presents the radar point projected onto the 
image, and the second column adds height and width to the radar point for spatial infor-
mation enhancement, which facilitates the extraction of object information.

Specifically, each radar detection is represented as a 3D point in the egocentric coor-
dinate system and parameterized P = (x, y, z, vx, vy) , where (x, y, z) is the object position, 
(vx, vy) are the radial velocity of the object in the x and y directions and are compensated 
by the position of the millimeter-wave radar.

3.2 � Dynamic depth thresholding and filtering method

In 3D detection, depth information is crucial for understanding the 3D structure of the 
scene from 2D images [30]. In 3D object detection with the fusion of point cloud infor-
mation and visual information from millimeter-wave radar, the noise in the radar data 
is usually filtered with depth information. However, at this stage, the preliminary depth 
information of the object is only obtained through image feature prediction. As a result, 
the region of interest generated by the radar information using the preliminary infor-
mation is not inaccurate enough to filter out irrelevant information in the radar points. 
Therefore, this paper designs an adaptive depth threshold function τ(d), and the radar 
branch information can be obtained by different depth information in the image to 
strengthen the correlation between the two modes and filter out the noise.

Fig. 3  Spatial information enhancement and the filtering effect. The first column presents the effect of 
mapping radar points to the image; the second column presents the spatial information enhancement of 
radar points; the third column presents the effect of mapping radar points to the image using the depth 
information after baseline spatial information enhancement; the fourth column presents the effect after 
depth filtering
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For the input image xRGB and radar point xRadar, the radar point is projected onto 
the image. Specifically, the adaptive depth threshold τ(d) is given by Eq. 1:

where the nuScenes [31] dataset provides the calibration parameters needed to map the 
radar point cloud from the radar coordinate system to the auto-centricity and camera 
coordinate systems, fstage indicates that the nuScenes dataset uses spatial calibration to 
project the radar points onto the image.

For the radar points projected onto the image, let the set of radar points P ∈ R
N , 

where N is the number of radar points. The central scalar of each point 
∧
d is predicted by 

the backbone network, and then the preliminary depth information based on the image 
features is derived through Eq. 2:

where δ is the sigmoid function. The uncertainty of depth prediction increases with the 
ground truth depth, but the preliminary depth of the target is only obtained based on 
the image feature prediction. In this case, the region of interest generated by the radar 
branch by using the preliminary information is not accurate enough.

Therefore, the depth thresholding method is designed as shown in Eq. 3:

where d is the preliminary depth information obtained based on the image feature pre-
diction; K is the number of subintervals discrete into in the (α,β) depth interval; α and 
β are the hyperparameters. In this paper, the experimental parameters are adjusted by 
taking α = 4,β = 5 , and the experiments show that the best results are obtained in this 
distinction.

For discrete intervals, this paper uses the SID strategy to perform discretization, as 
shown in Eq. 4:

where ti = {t0 , t1, . . . , tK } is the discretization threshold space.
By using depth thresholding, the training loss in areas with larger depth values can be 

reduced, and the image information can be more accurately predicted for relatively small 
and medium depths and reasonably estimated for larger depth values. Meanwhile, differ-
ent information can be given to the radar based on the depth information of the target 
obtained from image prediction, and the loss of depth information due to the narrow 
field of view during radar projection can be alleviated.

For the filtering of radar noise, because there is no LiDAR ground truth to filter radar 
points in practical applications and there is no 3D structure information about the scene, 
it is difficult to eliminate radar point outliers. Previous methods [13] use an annotation 

(1)P = fstage(xRGB, xRadar)

(2)
d =

1

δ
∧
d

− 1

(3)τ (d) = exp





d ∗ log
�

β
α

�

K
+ log (αβ)





(4)SID : ti = elog(α)+
log(β/α)∗i

K
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filter (AF) so that the filtered data contain only the objects detected by the radar at least 
once. However, the radar data output by this method partially filters out relevant object 
information, leading to serious under-detection. In 3D object detection with multimodal 
fusion, the anomalous noise generated by radar points projected onto the image is usu-
ally related to the depth value. So, this paper uses the above-mentioned depth threshold 
for filtering to reduce the noise of radar modality-independent information projected 
onto the image, as shown in Eq. 5:

According to Eq. 5, different information can be given to the radar according to the 
depth of the object predicted in the image. When the depth information of the target 
prediction D ≥ τ (d) , the radar information outside the range can be directly discarded 
to obtain Pd ∈ R

n as the number of effective radar points after filtering. The experi-
mental result is illustrated in Fig. 3. In this figure, the third column presents the effect 
map of radar points mapped to images using the depth information after baseline spa-
tial information enhancement, and it can be seen that much overlapping information 
contains noise; the fourth column presents the effect map after depth filtering, which 
is highlighted by red and yellow boxes, and it can be seen that radar noise is effectively 
suppressed.

3.3 � Backbone network CenterNet

The CenterNet [19]network uses the keypoint detection network to find the target 
centroids on the image and regress to other object attributes. In this paper, the input 
image Im ∈ R

3×H×W  ( H ,W  are the height and width of the image, respectively), 
Fm ∈ R

C×H×W  is generated by a feature extractor (C is the number of image channels), 
and then a keypoint heat map is generated 

∧
Y ∈ [0, 1]Cl×H

R ×W
R  , R is the downsampling 

rate, and Cl  is the number of target classes.
For the generated heat map, the focal loss function [19] is used, as shown in Eq. 6:

where N is the number of key points in the image; α,β are the hyperparameters, with 
α = 2,β = 4 in this paper; Y ∈ [0, 1]C×

H
R ×W

R  is the ground truth heat map generated by 
the target.

In 3D detection using CenterNet, for each centroid, three additional attributes need 
to be regressed: depth, 3D dimension, and orientation. 3D dimensions are regressed 
with a separate head to their absolute values 

∧
Ŵ ∈ [0, 1]3×

H
R ×W

R  , and L1 loss is used. For 
orientation, the specific dimension proposed by Mousavian et  al. [32] is followed as 
Rot = R

8×H
R ×W

R  . To recover the discrete error caused by the output step, for each point, 
a local offset 

∧
O ∈ R2×H

R ×W
R  is predicted, and these features are used with the L1 loss. For 

the processing of radar point cloud, radar data preprocessing is performed first, and pre-
liminary radar features Fr ∈ R

3×H0×W0 (3 is the number of channels) are obtained using 
the 2D box and the preliminary depth information and size provided by the image. Then, 

(5)Pd = fstage(τ (d), xRGB, xRadar).

(6)Lk = −
1

N

�

xyc








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∧
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the preliminary regions of interest are generated by frustum association [11]. Finally, the 
final output features of the radar image are input to the detection head, the properties of 
the object are regressed, and the classification and regression are output. This detection 
head is set up as that in [11], which consists of a convolution kernel and a convolution 
layer, and the output attribute information is used with L1 loss.

3.4 � Cross‑transformer

In this paper, the proposed cross-transformer can weigh different positions of radar fea-
tures and image features, thus effectively utilizing the features of millimeter-wave radar 
and vision sensors to enable better interactions between the two modal contexts and 
cross-modal information. Specifically, the module has a radar branch and an image 
branch and uses the information from each branch as a query matrix to guide the other 
branch to extract target-related information. Then, it calculates the self-attention and 
joint cross-attention between all corresponding input information and performs deep 
fusion through multiple attention context interactions to extract features that are more 
relevant to the detected object.

Inspired by Transformer [22], this paper designs the cross-modal cross-multiple 
self-attention mechanism and the joint cross-multiple attention mechanism in Cross-
Transformer. These two attention mechanisms work together to make the two modal 
information interact contextually to fuse deeply and extract more local information.

The cross-modal self-attention mechanism can guide the network to reinforce the 
target-related information in different modalities and perform contextual feature fusion 
on the information while keeping the query modal information stable, thus enhancing 
the robustness of the features. The joint cross-attention mechanism enables cross-modal 
information to interact with its modal information to facilitate the information extrac-
tion and focus on more contextual local information, thus obtaining information around 
the region of interest and improving object classification by learning the relationship 
between the object and the surrounding information. Since the inherent self-attention 
complexity of Transformer is O

(

n2
)

 , the computational overload and the high computa-
tional and storage requirements hinder its large-scale deployment on GPUs. The image 
branch is processed by CenterNet [19] as the backbone network to obtain a 448× 800 
RGB image xRGB , which is further downsampled to ·112× 200 . The complexity becomes 
O
(

kn2
)

 , where k is the scaling ratio and set to 1
16 in this paper. This reduces the high 

resource requirement for GPU and increases the scale of model deployment. Also, the 
convergence speed is improved, and the computation amount is reduced while ensuring 
accuracy. To alleviate the information loss caused by downsampling, a jump connection 
is introduced.

For the cross-modal self-attention mechanism and the joint cross-attention mecha-
nism, the multiheaded attention mechanism is used to extract richer information. In 
this way, the model can learn relevant information in different representation subspaces, 
which enables better contextual interaction of image information and radar information 
and facilitates deep multimodal information fusion.

The multihead attention mechanism uses the scaled dot product between the query 
matrix (Q) and the key matrix (K) to calculate the similarity between the radar informa-
tion and the image information. Then, it aggregates each query value (V) to reinforce the 
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complementary information of the radar image. Multihead is formed by stitching the 
self-attentive information of each head, as shown in Eq. 7:

where WO is the weight of the self-attentive output, (Att1, . . . , Atth) is the number of 
attentions integrated by scaled dot product attention, h is the number of heads of atten-
tion, and the matrices Q , K  , and V  can be calculated using Eq. 8:

where Wq ∈ R
C×Dmodel , Wk ∈ R

C×Dmodel , and Wv ∈ R
C×Dmodel   are three different weight 

matrices. Each matrix can be mapped to the corresponding feature to obtain a matrix 
with different roles in the multiheaded attention. For each multiheaded attention mod-
ule MultiHeadn(Q,K ,V ) , the three weight matrices Wq

n  , Wk
n  and Wv

n  map the corre-
sponding features. In Eq. 5, Fq , Fk , and Fv can be equal or different. When Fq  = Fk , it is 
possible to reinforce the relevant information in the model based on similarity. When 
Fq = Fk , the model becomes a multiheaded self-attention model. Additionally, the self-
attention information of each head can be derived from Eq. 9.

where 1√
Dmodel

 is a scaling factor, Dmodel is the dimensionality of the query vector and the 

key vector, softmax(·) is used to prevent the function from converging to an interval with 
a very small gradient when the size of the dot product becomes large.

Figure 4 shows the structure of the proposed cross-transformer, which consists of two 
parts, namely the image branch and the radar branch, with two inputs, radar features 
Fr ∈ R

3×H0×W0 (3 is the number of channels) and image features Fm ∈ R
C×H0×W0 . In 

the image branch, the radar information is used to guide the image information, and 
the weight relationship between the image information and the radar information is 
obtained. This paper maps the features Fr to the matrix Qr , maps the feature Fm to the 
matrix Km  and matrix Vm to interact with the contextual information in the image. The 
cross-modal multiheaded self-attention mechanism reinforces the information related to 
the detected object in the two modal features, as shown in Fig. 5. The process is shown 
in Eq. 10.

In Eq.  6, the role of the reinforced radar information attM in the information flow 
within the visual sensor is enhanced to better learn the relationship between the radar 
point cloud representation and the surrounding environment. To further fuse the radar 
information and image information, the radar information guided by the image informa-
tion attM is combined with the radar query matrix ( Qr ) to obtain the joint radar–image 
cross-query matrix ( 

∧
Q
m

 ), as shown in Eq. 11.

(7)ATT = MultiHead (Q,K ,V ) = cocat(Att1, . . . , Atth)W
O

(8)







Q = FqW
q

K = FkW
k

V = FvW
v

(9)Att(Q,K ,V ) = softmax

(

Q(K )T
√
Dmodel

)

V

(10)attM = MultiHead(Qr ,Km,Vm)
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Based on Eq. 12, the radar–image cross-joint query matrix ( 
∧
Q
m

 ) is used to perform the 

similarity calculation with the cross-modal multiheaded self-attention result attM  to 
obtain the radar–image joint cross-headed multiheaded attention attRM  to realize deep 
interaction in the radar–image information context. KRM  is attM  the mapped key 
matrix, and VRM is attM  of the mapped value matrix.

For the radar branch, the image information is used to guide the network to learn tar-
get-related information in the radar. The image features Fm  are mapped as matrix Qm , 
and the radar features Fr  are mapped as matrices Kr and Vr . Meanwhile, the interactive 
contextual information in the radar cross-modal multihead attention is reinforced with 
the target-related information in the two modal features so that the image information 

(11)
∧
Qm = attM + Qr

(12)attRM = MultiHead

(

∧
Q
m
,KRM ,VRM

)

Fig. 4  Cross-transformer model mainly includes two parts, i.e., the encoder and the decoder. The query 
matrices of the radar branch and the image branch, respectively, guide image information and radar 
information into multihead cross-attention for cross-modal information interaction and then into multihead 
joint cross-attention for deep contextual interaction

Fig. 5  The cross-modal attention model consisting of two branches, with the query matrix of the radar 
branch guiding the image for cross-modal interaction
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complements the radar information. Besides, the radar self-attention information attR , 
which is weighted by the image query matrix Qm , can be obtained through Eq. 13:

To achieve further cross-modal interaction between the image–radar interaction 
information and the radar information and not to lose the radar information, the query 
matrix of the radar information and the weighted result attRM of the joint radar–image 
cross-multiple attention are summed up, as shown in Eq. 14:

The cross-modal contextual interaction between image information and radar infor-
mation is further enhanced to enable deep information fusion. The weighted result attRM  
after the joint image–radar cross-multiple attention of the radar branch is obtained by 
using the interaction 

∧
Qr  with the joint radar–image cross-multiple attention attRM . KMR  

is attRM  the mapped key matrix, and VMR  is attMR  the mapped value matrix, as shown 
in Eq. 15.

After updating the target features by the cross-modal cross-multiple attention module 
and joint cross-multiple attention module in the image branch and radar branch, the 
feed-forward network (FFN) is then applied to each target for further feature extraction. 
Then, the cross-transformer output is fed into the detection head with the same setting 
as that in [11] to obtain the desired output. This helps to learn higher-level features such 
as 3D size, heat map, orientation, rotation, velocity, etc. from the radar feature map.

4 � Results and discussion
This section will analyze the data set, evaluation metrics, detail settings, and experimen-
tal content used for the experiments. The superiority of the model will be verified by 
comparing different modalities of current sensors in 3D target detection; the effective-
ness of the model will be verified by analyzing the ablation experiments of each module.

4.1 � Datasets and evaluation metrics

This paper uses a challenging public nuScenes [31] dataset. The dataset built by nuTon-
omy is the largest existing dataset for autonomous driving. This dataset not only pro-
vides camera and LIDAR data, but also contains millimeter-wave radar data. It includes 
six cameras, five radars, and one LIDAR. The dataset is organized by scenarios and the 
whole dataset contains 1000 scenarios that can be split into training and test sets, but 
only the annotations of the trainval split are publicly available (850 scenarios), of which 
700 are training scenarios and 150 are validation scenarios. In each sample, it has 6 
images and 5 radar scans in different directions. For the evaluation of the models, the 
same evaluation metrics as in the articles of [10, 18, 19] were used. Among them, mAP is 
a composite result that evaluates different classes of detection according to the average 

(13)attR = MultiHead (Qm,Kr ,Vr).

(14)
∧
Qr = attRM + Qr

(15)attMR = MultiHead

(

∧
Q
r
,KMR,VMR

)
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accuracy metric (AP) to obtain the detection model, which can reflect the accuracy of 
the model detection.

In addition, in 3D target detection, the officials of nuScenes propose a new evaluation 
metric called nuScenes detection score (NDS), which is the combination of mAP with 
box position (ATE, average translation error), size (ASE, average scale error), orientation 
(AOE, average orientation error), attribute (AAE, average attribute error), and velocity 
(AVE, average velocity error) weighted average that captures all aspects of the nuScenes 
detection task. In particular, the larger the NDS, the smaller the error of these attribute 
metrics included, indicating better experimental results.

4.2 � Experimental detail settings

This paper uses the DLA [19] backbone in the pre-trained CenterNet [19] network as 
the object detection network, where CenterNet is trained on the nuScenes dataset for 
140 epochs and DLA uses an iterative depth aggregation layer to improve the resolution 
of the feature maps. The resolution of the camera data in the nuScenes dataset is pixels, 
where the input RGB images are adjusted by the camera parameters, which can speed 
up the training convergence. In addition, all models used in the experimental part are 
implemented in PyTorch [33], and our models are trained on two NVIDIA V100 GPUs 
for an additional 60 epochs (26 batch sizes) with a learning rate of 0.000025, with the 
same settings as [11] for the visual cone part of the radar processing to correlate the 
radar and image targets. Data augmentation was used during training to increase the 
generalization of the model using random bilateral left–right flips.

4.3 � Comparison experiments of different modal 3D object detection methods

This paper proposed that CenterTransFuser model is compared with different modali-
ties for 3D object detection methods on the nuScenes [31] dataset, as shown in Table 1, 
where CenterNet [19] and MonoDIS [18] are camera models; PointPillars [21], WYSI-
WYG [34], SARPNET [35], and InfoFocus [36] are LIDAR-based models; and SPRCNN 
[4] is a LIDAR and camera fusion model. CenterFusion [11] is a model for millimeter-
wave radar and image fusion. Table 1 shows the performance comparison of the evalua-
tion metrics for the nuScenes test set, and Table 2 shows the object detection results for 
the nuScenes dataset, where L represents LIDAR, C represents camera, and R represents 
millimeter-wave radar. For comparing the differences of algorithms in Table 2, we also 

Table 1  Performance comparison results of 3D target detection models in the nuScenes test set

MDL Modality

Methods MDL NDS (%) mAP (%) mATE (%) mASE (%) mAOE (%) mAVE (%) mAAE (%)

PointPillars [21] L 0.453 0.305 0.517 0.290 0.500 0.316 0.319

SARPNET [35] L 0.484 0.324 0.400 0.249 0.763 0.272 0.090

InfoFocus [36] L 0.395 0.375 0.363 0.265 1.132 1.000 0.395

MonoDIS [18] C – 0.304 0.738 0.263 0.546 1.553 0.134

CenterNet [19] C 0.400 0.338 0.658 0.255 0.629 1.629 0.142

SPRCNN [4] L + C – 0.361 0.751 0.231 0.571 1.672 0.112

CenterFusion [11] R + C 0.449 0.326 0.631 0.261 0.516 0.614 0.115

Our model R + C 0.471 0.347 0.628 0.252 0.523 0.527 0.135
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do comparison experiments only in the test set because the authors of the cited Mono-
DIS and SARPNET models only give experimental data in the test set.

Analysis of Table 1 mainly illustrates the analytical comparison results of the existing 
3D target detection models on the evaluation metrics NDS, mAP, and five error met-
rics officially given by nuScenes. Higher NDS and mAP indicate better performance, and 
smaller errors indicate better performance. The SARPNET [4] model is using LIDAR for 
3D target detection, because LIDAR mainly emits a laser beam to detect the surround-
ing environment, the inherent advantage is its wider detection range and higher detec-
tion accuracy with higher precision. However, the performance in extreme weather such 
as rain, snow, and fog is poor, the amount of data collected is too large and very expen-
sive, so millimeter-wave radar is usually chosen to be used. The analysis shows that, 
compared with the laser model, although our model cannot exceed all the evaluation 
indicators, it has obvious advantages for mASE and mAOE error indicators. In addition, 
especially in the subsequent comparison of the detection object classification results, for 
the detection of small targets, our model has a better detection effect.

It can be concluded that on the nuScenes split test set, the model in this paper 
improves NDS score and mAP by 1.8% and 4.2%, respectively, compared with the laser 
point cloud-based model PointPillars [21]; 7.1% and 0.9%, respectively, compared with 
the camera-based model CenterNet [19]; and with the LIDAR-based model SARPNET 
[35] and the camera-based model MonoDIS [18], the mAP of this paper is improved 
by 2.7% and 4.3%, respectively. The experiments show that the detection accuracy using 
a single sensor is generally low and the detection effect is unsatisfactory for autono-
mous vehicle applications, indicating that the use of a single sensor alone cannot meet 
the needs of autonomous driving, and the fusion of multiple sensors is usually required 
at this stage to improve the accuracy of autonomous vehicle detection. Therefore, com-
pared with the current model CenterFusion [11], which fuses millimeter-wave radar 
point cloud and visual information for 3D target detection, the model in this paper 
improves 2.2% on NDS and 2.1% on mAP, which is a significant improvement in detec-
tion effectiveness. Comparing the error indicators of the fusion models of the two 
modalities, all the indicators decrease except mAAE which increases slightly, and the 
lowest indicators of all kinds are reached in the 3D target detection fusion algorithm, 
and the error indicators of the model in this paper are relatively reduced compared with 
the other ones, which reflects the superiority and effectiveness of the model in the field 
of 3D object detection.

Analyzing Table  2 in nuScenes dataset object classification detection results, for 
in the test set, it can be concluded that the classification results of our model are 
improved except for some large targets such as cars, trucks, buses, etc. in WYSIWYG 
[34] model. Compared with MonoDIS [18] and CenterFusion [11], the performance 
improvement is obvious. It can be concluded that compared with CenterNet [19] and 
CenterFusion [11], the improvement is 0.4%, 0.8%, and 8%; 2.6%, 2%, and 9.4% for car, 
truck, and bus detection, respectively, indicating that the model in this paper has a 
significant improvement. Because of the inherent advantages of LiDAR, our model 
has no advantage in the detection category of large targets compared with LiDAR-
based models, but our model performs contextual information fusion to extract 
more local information, and for some small targets such as pedestrians, motorcycles, 
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bicycles, and traffic cones, our model shows significant advantages. However, LIDAR 
detection results are a combination of its hardware devices and algorithms, while our 
work is the design of millimeter-wave radar and image fusion algorithms, which are 
jointly presented here to compare the performance of 3D target detection methods in 
autonomous driving. In addition, our model essentially demonstrates the best perfor-
mance for category classification detection in comparison with existing camera-based 
models, millimeter-wave radar point cloud-based and camera fusion models on 3D 
detection baseline.

Compared to MonoDIS [18], our model improves by 5.2%, 9.7%, 1%, and 1.8%, 
respectively; compared to CenterNet [19], 4.7%, 9.6%, 1%, and 1.8%, respectively; and 
compared to CenterFusion [11], 5.2%, 7.3%, 1.6%, and 2.6%, respectively. Compared 
to WYSIWYG [34], the improvements were 20.5%, 21.6%, and 20% on motorcycle, 
bicycle, and traffic cones, respectively. Similarly, analyzing the object classification 
results on the validation set, compared with other models, it can be obtained that our 
model has higher detection accuracy on some small targets and our model achieves 
excellent performance, reflecting the superiority of the model performance.

4.4 � Comparison with existing millimeter‑wave radar point cloud information and visual 

information fusion methods

In the field of autonomous driving, for the fusion of millimeter-wave radar and vis-
ual information for object detection, many approaches have been proposed by many 
scholars, which reflect excellent performance. Currently, the main models are RSF 
[16], RRPN [17], CRFNet [13], and CenterFusion [11].

In order to reflect the role of our model in this field, make a comparison between 
our model and these models, as shown in Table 3. The analysis shows that, compared 
to the RSF [16] model, for pedestrians and motorcycles, the improvement is 14.6% 
and 12.7%, respectively; for the other three models, for pedestrians, motorcycles, and 
bicycles, the improvement is 25.1%, 8.2%, and 0.3%; 7.5%, 17.7%, and 7.7%; and 5.2%, 
7.3%, and 1.6%, respectively. For automobiles, our model improves by 1.2%, 11.7%, 
4.4%, and 2.6%, respectively, compared to the four models. The most significant 
improvement is observed for pedestrians and motorcycles compared to all models, 
showing that the models in this paper can extract more information and improve the 
detection performance of these small targets. In addition, compared with the state-
of-the-art model CenterFusion [11], which is based on the fusion of millimeter-wave 

Table 3  Results of millimeter-wave radar and image fusion methods for object classification 
detection in the nuScenes test set

MDL Modality

Methods MDL Car Truck Bus Tralier Const Pedest Motor Bicycle Traff Barrier

RSF [16] R + C 0.523 0.345 0.483 – – 0.276 0.260 0.250 – –

RRPN [17] R + C 0.418 0.447 0.572 – – 0.171 0.305 0.214 – –

CRFNet [13] R + C 0.491 0.267 0.431 – – 0.347 0.210 0.140 – –

CenterFusion [11] R + C 0.509 0.258 0.234 0.235 0.077 0.370 0.314 0.201 0.575 0.484

Our model R + C 0.535 0.278 0.328 0.243 0.065 0.422 0.387 0.217 0.601 0.476
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radar point cloud and visual information into 3D object detection, the models in this 
paper all improve, showing the effectiveness and superiority of the proposed model 
in the millimeter-wave radar point cloud and camera visual information fusion 
approach.

4.5 � Ablation experiments

An ablation study is conducted in the nuScenes validation set to verify the rational-
ity of each module of our model, in which the improved CenterNet [19] is used as 
a baseline to compare the experimental effects of each module after adding cross-
transformer, depth thresholding, filtering, and double-test to reflect the effectiveness 
of our model after the radar point cloud data is processed by Frustum Association 
[11], respectively.

Analyzing Table 4 for the comparison of nuScenes performance metrics on the test 
set, it can be obtained that compared with baseline, the NDS score and mAP improve 
by 2.5% and 2.1%, respectively, after adding the cross-transformer module, indicating 
that the addition of the cross-transformer module is more low learning to the rel-
evant information, making the image information and radar information to interact 
across modal contexts. After adding the depth thresholding module and the filtering 
module, the NDS score and mAP improve by 2.1% and 1.7%, respectively, indicating 
the effectiveness of our proposed adaptive thresholding filtering method.

All the errors are reduced except for the error mAAE. When the double-flip test is 
added, the data are enhanced and the performance of the model is improved. When 
all modules interact, our model achieves the best performance, reflecting the superi-
ority and excellence of the model.

Analyzing Table 5 model in nuScenes test set object classification detection, it can 
be obtained that compared with baseline, the addition of cross-transformer mod-
ule has the most obvious improvement for each category, for trailers, 10%; for some 
small targets such as pedestrians, motorcycles, bicycles, and traffic cones, 2.8%, 8.1%, 
0.2%, and 4.6%, indicating that the cross-transformer module deepens the contex-
tual interaction ability of local neighborhood information between radar images and 
visual images, and better extracts cross-modal information. After adding the depth 
thresholding module and the filtering module, for pedestrians, motorcycles, and 
traffic cones, the improvement is 2.8%, 6.4%, and 4.1%, respectively, indicating the 

Table 4  Performance comparison results of CenterTransFuser model on nuScenes test set

Cro-trans denotes cross-transformer

DT Depth threshold, DP Double-flip

Baseline Cro-trans DT Filter DP NDS mAP mATE mASE mAOE mAVE mAAE
(%) (%) (%) (%) (%) (%) (%)

✓ 0.438 0.319 0.654 0.289 0.566 0.573 0.120

✓ ✓ 0.463 0.340 0.639 0.265 0.542 0.547 0.145

✓ ✓ 0.442 0.321 0.642 0.260 0.550 0.563 0.140

✓ ✓ ✓ 0.459 0.336 0.637 0.258 0.542 0.559 0.139

✓ ✓ ✓ ✓ ✓ 0.471 0.347 0.628 0.252 0.523 0.527 0.135
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effectiveness of our proposed adaptive thresholding filtering module for classifica-
tion detection results. In addition, it can be obtained that our model achieves the best 
classification detection results when all modules interact with each other.

In addition, this paper visualized the final experimental detection effect plots to 
make a comparison between our model and the baseline detection model, as shown in 
Figs. 6 and 7. Among them, Fig. 6 shows the effect picture of missed detection, where 
the missed targets are marked by yellow rectangular boxes; Fig.  7 shows the effect 
picture of wrong detection, where the wrong targets are marked by yellow circular 
boxes. In the visualization images, the first column shows the estimated target depth 
value on the image, which can visualize the specific target on the image and facilitate 
the experimental comparison effect display; the second column shows the 3D block 
diagram of the baseline model detection target; the third column shows the specific 
classification and detection effect diagram of the baseline model detection target, 
which can directly reflect the target detection effect; the fourth column shows the 
3D block diagram of our proposed The fourth column is the 3D block diagram of the 
target of our proposed CenterTransFuser model; the fifth column is the specific target 
classification and detection effect obtained by our model. From Fig. 6, it can be seen 
that for targets such as trucks, pedestrians, bicycles, traffic cones, etc., our model 
largely reduces the phenomenon of missed detection. Similarly, in Fig. 7, we can get 
that for the wrong detection phenomenon existing for targets such as motorcycles, 

Fig. 6  Experimental effect of missed detection compared with the baseline model is plotted.The first column 
is the estimated depth value on the image, which can visualize the specific target on the image and facilitate 
the experimental comparison effect demonstration; the second column is the 3D block diagram of the target 
detected by the baseline model; the third column is the specific classification and detection effect diagram 
of the target detected by the baseline model, which can directly reflect the target detection effect; the fourth 
column is the 3D block diagram of the target of our proposed CenterTransFuser model; the fifth column is 
the specific target classification and detection effect diagram obtained by our model
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pedestrians, and bicycles, our model has been effectively improved, showing the 
effectiveness and superiority of the model.

5 � Conclusion
The fusion of radar point cloud and camera visual information is an important stage for 
object detection in autonomous driving. However, most of the existing studies ignore 
the extraction of local neighborhood information and only consider shallow fusion 
between the two modalities based on the extracted global information, which cannot 
perform a deep fusion of cross-modal contextual information interaction. Meanwhile, 
in data preprocessing, the noise in radar data is usually only filtered by the depth infor-
mation derived from image feature prediction, and such methods affect the accuracy of 
radar branching to generate regions of interest and cannot effectively filter out irrelevant 
information of radar points. For dealing with these problems. This paper proposes the 
CenterTransFuser model that makes full use of millimeter-wave radar point cloud infor-
mation and visual information to enable cross-modal fusion of the two heterogeneous 
information. The adaptive depth threshold is designed for depth threshold mask filtering 
method to suppress irrelevant information in the radar point cloud. It provides differ-
ent information for the radar according to the different preliminary depths of the target 
in the image. The proposed model is evaluated on the nuScenes dataset, the experi-
ments show it achieves excellent performance. In particular, the detection accuracy is 

Fig. 7  Experimental effect of error detection compared with the baseline model is plotted.The first column 
is the estimated depth value on the image, which can visualize the specific target on the image and facilitate 
the experimental comparison effect demonstration; the second column is the 3D block diagram of the target 
detected by the baseline model; the third column is the specific classification and detection effect diagram 
of the target detected by the baseline model, which can directly reflect the target detection effect; the fourth 
column is the 3D block diagram of the target of our proposed CenterTransFuser model; the fifth column is 
the specific target classification and detection effect diagram obtained by our model
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significantly improved for pedestrians, motorcycles, and bicycles, showing the effective-
ness and accuracy of the model.
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