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1  Introduction
Rejuvenating the country through science and education is an important policy of our 
country. The professional growth of teachers affects the development and future of 
national education. For an ordinary teacher to grow into an excellent teacher, in addition 
to his/her own efforts, he/she also needs to learn useful experience from other excel-
lent teachers, which can effectively help his/her own growth. The interview records of 
excellent teachers are an effective summary of teachers’ professional growth experience. 
Extracting key information from these interview texts and clustering the influencing 
factors of excellent teachers’ professional growth can systematically provide valuable 
guidance for the professional development of teachers. It is of great and far-reaching sig-
nificance to improve the professional quality of teachers and promote the development 
of education in our country.

How to mine and analyze the interview texts of these excellent teachers is of great sig-
nificance and research value. Under the modern background, the information retrieval 
of texts puts forward higher requirements for the clustering algorithms. In order to 
obtain more accurate and effective information more efficiently, it is necessary to opti-
mize the traditional clustering algorithm to deal with all kinds of texts to achieve more 
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efficient in-depth analysis. In this paper, when researching the professional growth fac-
tors from the interview texts in the growth process of outstanding teachers, the Kmeans 
and Density-Based Spatial Clustering of Applications with Noise (DBSCAN) clustering 
algorithms are improved, and DB-Kmeans (DBSCAN—Kmeans) is proposed. The initial 
value of the clustering is optimized, and the selection method of the cluster centroid is 
improved, which effectively improves the accuracy of the clustering results.

2 � Related works
Kmeans clustering is an unsupervised method and a common partition-based clustering 
algorithm, which is widely used in text analysis and cluster analysis. However, due to the 
lack of cluster centers in the Kmeans algorithm, it can still be seen that many discrete 
points are not classified into the correct category. DBSCAN clustering algorithm is a 
classical density-based spatial clustering algorithm. The algorithm starts with a randomly 
selected core point and recursively classifies points that satisfy the density requirement. 
Finally, the maximized area containing the core points and boundary points is obtained. 
The DBSCAN algorithm does not need to specify the number of clusters in advance, 
but only needs two parameters: Eps (Epsilon) and MinPts (Minimum Points). However, 
this algorithm is computationally inefficient, and the computation speed is slow for rela-
tively large datasets. Because the effect of the DBSCAN clustering algorithm depends 
on the parameters Eps and MinPts, and improper selection of parameters will directly 
lead to the decline of the clustering quality, it is necessary to conduct multiple experi-
ments to obtain a set of values with better effects. With the continuous development 
of technology, many scholars have made great improvements to the K-center clustering 
algorithm and DBSCAN, bringing great benefits to the mining of big data and informa-
tion acquisition.

Wu Ying proposed a Canopy-Kmeans clustering algorithm. First, the Canopy algo-
rithm was used to cluster the samples, and then, the initial clustering was obtained. The 
clustering result was used as the initial center and number of clusters of the Kmeans 
algorithm to get the result [1]. Gao Xin proposed a DT-Kmeans clustering algorithm, 
which first randomly selected a cluster center point, and determined the remaining 
clusters according to the data object density information and the distance information 
between the data object and the existing cluster center point [2]. Yan Minghui et  al. 
proposed the introduction of Gaussian kernel density estimation to obtain the maxi-
mum probability to improve the way of Kmeans cluster center acquisition and finally 
improved the research effect of the traditional method [3]. Hima Bindu et al. proposed 
an improved algorithm of Firefly Algorithm (FA) mixed with Kmeans to find the opti-
mal cluster center [4]. Valarmathy proposed a clustering algorithm combining DBSCAN 
density clustering and K-Distance tree algorithm [5]. Manogaran et al. proposed a mod-
eling method combining Hidden Markov Model (HMM) and DBSCAN with GMM [6, 
7]. Zhong Jun et  al. proposed a hybrid algorithm of convolutional auto-encoding and 
Gaussian mixture, which was applied to the feature extraction of ECG signals, and saved 
a lot of time and effort of manual labeling [8]. Shi Yongge et al. proposed a hybrid algo-
rithm of Kmeans and Extreme Gradient Boosting (XGBoost) to mine designated tele-
com customers with special behaviors from the vast voice communication records of 
telecom companies [9].
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In view of the shortcomings of the Kmeans and DBSCAN algorithms and the hybrid 
algorithm idea proposed by the above scholars, this paper proposes an improved algo-
rithm of DBSCAN combined with the Kmeans algorithm. The accuracy of the results in 
this paper is improved, and it provides data support for our research on the influencing 
factors of the growth process of outstanding teachers.

3 � Kmeans and DBSCAN algorithms
The Kmeans algorithm first randomly selects K objects as cluster centers, then assigns 
the sample points to the class with the closest centroid according to the Euclidean dis-
tance, finally calculates the mean of the sample points in the class and updates the cen-
troids until the results converge.

The specific steps of the algorithm are as follows:

•	 Randomly generate K centroids;
•	 Calculate the distance between all points in the sample and a random centroid, and 

classify each data into the cluster corresponding to the centroid that is closest to it. 
The distance between the object and the random centroid is the Euclidean distance. 
The formula is as (1);

	 Among them, N represents the sample set {x1, x2, …, xt}, {z1, z2, …, zk} represents K 
centroids, and the sample points in N are divided into the class closest to the cen-
troid [10].

•	 Recompute the K centroids based on the average distance between all points of the 
class result;

•	 Repeat steps 2 and 3 until the sum of the distances of all sample points and their cor-
responding centroids of the class is minimized. The results tend to converge through 
multiple iterations.

The algorithm flowchart of Kmeans is shown in Fig. 1.
DBSCAN can assume that the clustering results can be determined by the tightness 

of the sample distribution. The data that are clustered into the same category are closely 
connected, that is, there must be data belonging to the same category around a certain 

(1)d(xt , zk) =

N

i=1

(xt , zk)
2

Randomly select K 
centers as cluster 

centers

Calculate the 
Euclidean distance 
from each sample 
point to the center 

point

Classify the sample 
points into the class 

of the cluster's
closest center point

Calculate the mean 
of the sample points 
within the class to 

obtain a new cluster 
center

The center value 
converges to get the 
cluster center and the 
result and visualize it

TF-IDF algorithm 
keyword extraction 
results as sample 

points

ReducIng the
dimension of word 

vector to 2
dimensions by

PCA

Word2Vec tool to 
train 100-

dimensional word 
vectors

Fig. 1  Flowchart of Kmeans clustering algorithm
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data in the sample. The final clustering result is obtained by dividing all the closely con-
nected words in the sample set into categories and displaying the results in the form 
of scatter plots. Different categories are represented by different colors, which are pre-
sented with a more intuitive visual experience.

According to [11], for the sample set D = (x1, x2, …, xm), the DBSCAN algorithm 
includes 5 core definitions in the implementation process: Eps neighborhood, core 
object and boundary object, density direct, density reachable and density connected. 
There can be one or more core points in the cluster. If there is only one core point, other 
non-core point samples in the cluster are in the Eps neighborhood of this core point. If 
there are multiple core points, there must be one other core point in the Eps neighbor-
hood of any core point in the cluster, otherwise the two core points cannot be density 
reachable. The collection of all samples in the Eps neighborhood of these core points 
forms a DBSCAN cluster.

The quality of the DBSCAN clustering algorithm depends on the parameters Eps and 
MinPts, so it is necessary to conduct multiple experiments to obtain a set of values with 
better quality. After many experiments, Eps = 1 and MinPts = 1 are selected. Kmeans 
and DBSCAN have their own advantages and disadvantages in the implementation pro-
cess. The comparison results are as follows in Table 1.

It can be seen from the table that the Kmeans algorithm has simpler parameters than 
DBSCAN, is easy to implement and does not take too much time. On the contrary, there 
are many parameters in the DBSCAN algorithm, which have a great impact on the clus-
tering results, but it does not need to specify the number of K, and the cluster centers all 
exist in the data samples, while the Kmeans algorithm is a randomly assigned centroid or 
a value calculated from the mean, not necessarily real in the sample.

4 � The optimized DB‑Kmeans algorithm
In view of the shortcomings of DBSCAN and Kmeans algorithms, this paper proposes 
a hybrid method of Kmeans and DBSCAN algorithms, referred to as DB-Kmeans. This 
algorithm can maximize the advantages of Kmeans and DBSCAN algorithms, and avoid 
the shortcomings to some extent to the clustering results.

Firstly, DBSCAN algorithm is used to perform rough clustering to obtain the num-
ber of cluster categories and to cluster center points, and then, Kmeans algorithm is 
performed for further clustering. This processing can benefit from the no need of K 

Table 1  Analysis of advantages and disadvantages of clustering algorithms

Algorithm name Advantages Disadvantages

DBSCAN (1) No need specify the number of clusters 
in advance
(2) Outliers and clusters of any shape can be 
found

(1) When the sample data is large, the clus-
tering convergence time is long
(2) When the sample data is quite different, 
the clustering effect is poor
(3) The parameters are complex

Kmeans (1) The clustering principle is simple and 
there are few parameters, so the clustering 
time is fast
(2) There are few parameters, so the process 
is simple
(3) The clustering effect is good and the 
interpretability is strong

(1) Specify the K value in advance, and the 
selection is not easy to grasp
(2) Generally, only applicable to convex 
datasets
(3) The initial value is completely random, so 
the results may belong to the local optimal 
solution
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value to obtain global optimal solution, and the results also can avoid the shortcom-
ing of being sensitive to noise points and abnormal points of Kmeans algorithm. The 
clustering steps of DB-Kmeans are as follows:

•	 Through the initial clustering of the DBSCAN algorithm, all the data are divided 
according to the density, and the cluster center point is obtained;

•	 Use the cluster center and K value in the above results as the initial centroid and the 
number of categories, respectively;

•	 Get the final clustering result and scatter plot based on Kmeans.

This algorithm solves the problem of slow clustering speed of DBSCAN algorithm 
and can greatly speed up the algorithm. The more accurate initial value is provided 
for Kmeans clustering algorithm, which is of great significance to the final segmenta-
tion result. The algorithm flowchart is shown in Fig. 2. The pseudocode is shown in 
Table 2 below.

5 � Results of experiments
The experiment is performed on the platform with processing CPU Intel(R) 
CoreTMi5-1035G1, the Samsung 16G DDR4-3200 memory and Windows10 system. 
The development environment is Anaconda3 with the programming language python 
3.6. The main data include the results of keyword extraction from 100 long texts, 
which are from the translation of the interview manuscripts of excellent teachers by 
laboratory personnel and the interview content of teachers from the open resources 
online. There are 550 keywords as a sample of subsequent keyword clusters.

The manually extracted keywords are vectorized, and the keywords are clustered on 
the two-dimensional vector. The scatter plot is shown in Fig. 3 below. In these scatter-
grams, different colors represent different clusters. Through many experiments in this 
research, the clustering result is the best when K = 7, so 7 clusters of different colors 
can be seen in the figure.

Looking at the scattergrams, a lot of data in Figs.  1 and 2 that are not clustered 
together correctly or are at the category boundary are divided into appropriate cat-
egories in Fig. 3. In order to analyze the results more accurately and objectively, the 
results of the 6 clustering algorithms used in this paper are labeled according to the 
category of the cluster to compare with the results of manual clustering. The confu-
sion moment certificate is exported to show the corresponding results of the real and 
predicted labels of the classification model. Finally, the standard values corresponding 
to the 7 clusters are calculated according to the confusion matrix.

Fig. 2  Flowchart of DB-Kmeans algorithm
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6 � Evaluations and discussion
Clustering is an unsupervised learning process, but for the evaluation of clustering 
effect, we mark the effect of clustering manually and then use the evaluation indicators 
commonly used in machine learning classification models: Accuracy, Recall and F1 value 
(H-mean value) to evaluate the quality of the clustering effect.

Table 2  Pseudocode of DB-Kmeans algorithm

Fig. 3  Scatter plot
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•	 Accuracy Proportion of all predicted correct values to the total. The formula is (2).

•	 Recall rate Recall rate, that is, the proportion of correct predictions that are positive 
to all actual positives. The formula is (3).

•	 F1 value the arithmetic mean divided by the geometric mean, the larger the better. 
The formula is (4).

Among them, TP (True Positive) represents the prediction of the true positive class as 
a positive class; FP (False Positive) represents the prediction of the true negative class as 
a positive class; TN (True Negative) represents the true negative class is predicted as a 
negative class; FN (False Negative) represents the prediction of the true positive class as 
a negative class.

In order to highlight the superiority of the DB-Kmeans algorithm more clearly, this 
paper introduces several other commonly used algorithms based on the two compari-
son algorithms to analyze the same data samples. According to the calculation formu-
las of the three standards, the evaluation result tables are obtained as Tables 3, 4 and 5, 
respectively.

(2)Accuracy =
TP+ FN

TP+ TN + FP+ FN

(3)Recall =
TP

TP+ FN

(4)F1 =
2TP

2TP+ FP+ FN

Table 3  Accuracy of each cluster

Bold values are the results of the method proposed in this paper

# 1 # 2 # 3 # 4 # 5 # 6 # 7

AP 89.56 91.78 89.56 93.56 88.44 90.67 92.89

Meanshift 68.33 68.75 62.75 50 73.33 70.89 81.48

GMM 92.67 94.44 91.78 94.89 90.22 92.89 94.67

DBSCAN 92.22 94.22 92.44 95.78 92.00 92.89 94.67

Kmeans 90.22 92.00 88.22 92.00 85.78 88.22 91.11

DB-kmeans 93.78 96.00 93.33 96.00 94.00 92.89 95.78

Table 4  Recall of each cluster

Bold values are the results of the method proposed in this paper

# 1 # 2 # 3 # 4 # 5 # 6 # 7

AP 65 66.67 58.82 46.15 71.43 68.35 80.25

Meanshift 62.4 63.37 56.07 45.28 74.26 72 80.25

GMM 75 75 68.63 57.69 78.1 74.68 85.19

DBSCAN 73.33 72.92 72.55 73.08 80.00 75.95 83.95

Kmeans 55.00 58.33 56.86 46.15 67.62 67.09 75.31

DB-kmeans 78.33 83.33 76.47 61.54 82.86 79.75 88.89
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By analyzing the table, we can find the Accuracy, Recall and the F1 values of DB-
Kmeans are mostly the highest, which means that the proportion of words with correct 
clusters, the proportion of words predicted to be positive true values and the value of F1 
are mostly the largest. The experiment result means that DB-Kmeans algorithm is the 
best in the traditional methods. In order to clarify the evaluation results, line charts are 
shown in Fig. 4.

From the analysis of the line charts, the three evaluation standard values of the DB-
Kmeans algorithm are mostly the highest among these algorithms; besides, the accuracy 
and recall rate can basically reach more than 70%. Therefore, combined with the analysis 
of the advantages and disadvantages of the algorithms and the comparison of experi-
mental data, this paper finally selects the DB-Kmeans algorithm with the best clustering 
results to study the influencing factors of the growth process of excellent teachers. Part 
of the results of the DB-Kmeans algorithm are shown in Table 6.

From the table above, we find that the words are clustered into 7 categories:
The first category is inclined to the spiritual attitude of excellent teachers, such as 

lifelong learning, teaching, educating people, passion, knowledge ideal and teach-
ing students in accordance with aptitude. The second category can be explained to 
be the environmental factors, including the school factors and family factors, such as 

Table 5  F1 of each cluster

Bold values are the results of the method proposed in this paper

# 1 # 2 # 3 # 4 # 5 # 6 # 7

AP 62.4 63.37 56.07 45.28 74.26 72 80.25

Meanshift 67.21 66 59.26 50 76.62 73.2 80.49

GMM 73.17 74.23 65.42 56.6 78.85 78.67 85.19

DBSCAN 71.54 72.92 68.52 66.67 82.35 78.95 85.00

Kmeans 60.00 60.87 52.25 40.00 68.93 66.67 75.31

DB-kmeans 77.05 81.63 72.22 64.00 86.57 79.75 88.34

Fig. 4  Line chart of results
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classroom, external environment, leadership, parents and children. The third, fourth and 
fifth categories can be roughly distinguished as figures and events impact, professional 
ethics and work contents. For examples, excellent teacher, professor, special education 
can be regarded as the figure and events impact. Similarly, morality and sense of respon-
sibility are in the scope of professional ethics. The words in the sixth category is mainly 
about self-awareness and introspection, such as reflection, ideas, thinking and sense of 
achievement. The seventh category can be identified as the professional knowledge and 
ability, such as the profession, classroom teaching, language ability and organizational 
management ability.

Basically, compared with the manual clustering results, the seven categories shown in 
Table 6 include the main influence factors of the excellent teachers’ professional growth, 
such as the factors of professional spirit, knowledge and ability, self-awareness and intro-
spection. These factors can be summarized as the inner factors of a person. In contrast, 
the environment factors, figures and events impact can be summarized as the outer 
factors of a person. These clustering and analysis provide a significant reference for the 
research of influencing factors on excellent teachers’ professional growth.

7 � Conclusions
In view of the shortcomings of Kmeans and DBSCAN algorithms, this paper proposes 
an improved DB-Kmeans algorithm and evaluates the clustering results through three 
evaluation criteria. Experiments show that the optimized algorithm improves the accu-
racy of keyword clustering results in the analysis of influencing factors of excellent 

Table 6  Clustering results

Category Clustering words

1 Lifelong learning, teaching, and educating people, concentration, passion, self-cultivation, heart, 
achievement; knowledge ideal, moral character, subject knowledge, sense of humor, teaching stu-
dents in accordance with their aptitude

2 Classroom, interest, teachers and students, class, grades, overall, sense of responsibility, authority, 
teachers, external environment, leadership, parents, moral education, capital, educational institutes, 
children, atmosphere, courseware, heart, construction, space, discussion, infection, teaching research, 
lectures

3 Excellent teacher, excellence, classmates, caring, group, praise, training, creativity, professor, oppor-
tunity, emotion, student career, trivia, special education, general education, understanding students, 
reform, communication, self-awareness, innovative, class hours, at school, brilliant, hard work

4 Experiment, class teacher, professional knowledge, school-based, experience, implementation, sense 
of responsibility, morality, common sense, performance, teaching and research activities, advanced 
characters, campus, creation, intelligence, communication platform, teaching and research staff, 
concept, observation, family education, school hours, preaching, educational experience, teaching 
materials, honorary title, guidance, quality education, old teachers

5 Student, advanced, dedication, character, observation, exploration, certificate, serious study, concept, 
credibility, reading, educational work, collaboration, employment guidance, active participation, 
competition, style, dedication, creation, computer, occasional event, nurturing, monitor, policy, key 
teachers, pioneer

6 Noble, reflection, ideas, strength, telling, cooperation, love, thinking, gaining, confidence, principal, 
patience, proficiency, situation, incumbency, sense of achievement, continuous learning, work hard 
dry, treatment, communication, perseverance, classroom atmosphere, scientific Research, teaching 
profession, competition, mathematical knowledge, curriculum standards

7 Profession, awareness, competition, career planning, inquiry, study, attitude, role model, subject, 
college, charm, classroom teaching, happiness, group, education, comment, friend, enthusiasm, 
superiority, language ability, morality, responsibility, correction weaknesses, competition, moral work, 
values, innovation, superior leadership, organizational management ability, management, tolerance
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teachers’ professional growth through interview records. However, due to the specified 
scope of the research field in education, the amount of data prepared is relatively limited. 
With the increase in the amount of data, it is necessary to further test the DB-Kmeans 
algorithm whether can still maintain high-speed and effective calculation. Therefore, the 
next step of research is to apply this improved algorithm to a wider research field, to cal-
culate a larger amount of data and to further verify the superiority.
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