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Abstract 

We consider a dual function radar communications network and propose a waveform 
diversity-based approach to embed both target and scheduling data in the transmitter 
pulses. The scheduling data of radar signal bandwidth, carrier frequency, and wave-
form along with the information on target detection, range, and Doppler are shared 
among the network radar nodes without a need for designated communication links. 
Scheduling and target information are encoded to bits and transmitted over the radar 
coherent processing interval using up- and down-chirps. We derive exact expres-
sions of probability of bit error and false alarm rate for sharing scheduling and target 
information data between two radar nodes. The effect of different parameters and data 
sharing on the radar performance is analyzed and validated by computer simulations. 
Using the cross-ambiguity function, we show the capability of the up- and down- chirp 
sequence transmission scheme in reducing range sidelobes compared to the conven-
tional transmission of only the up- (or down-) chirps. To overcome the limited data rate 
associated with only using two chirp waveforms, we consider orthogonal chirp division 
multiplexing and derive its CAF. We demonstrate the suitability of OCDM for high data 
rate radar operations by examining the mainlobe width and sidelobe levels of the zero-
Doppler and zero-delay cuts of the CAF.

Keywords: Dual function radar and communications, Chirp-based waveform diversity, 
Scheduling and target related information, Up- and down- chirps, Orthogonal chirp 
division multiplexing

1 Introduction
Radio frequency (RF) coexistence permits spectrum sharing between separately devel-
oped radar and communications systems by avoiding or significantly reducing the 
mutual interference [1–7]. Different coexistence strategies require different levels of 
cooperation or coordination between the two RF systems [8, 9]. The ultimate coordi-
nation is reached when the two systems share the same platform, which is commonly 
referred to as dual function radar and communications (DFRC) systems [10–14]. The 
DFRC platforms, when radar is the legacy system, aim at enabling communications to 
capitalize on the radar resources and infrastructure, while striving to be transparent to 
radar operations and mission. It does so by embedding information intended for com-
munications receivers into the radar waveforms intended for radar receivers. In essence, 
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in DFRC systems, the communications part does not need not to have a designated RF 
link and is allowed to benefit from the radar’s large bandwidth, transmit power, antenna 
gains, and high-quality hardware.

This paper considers dual system functionality in radar networks where commu-
nication signal embedding in radar waveforms is for the sole purpose of assisting and 
enhancing the radar network functionality. This principal feature defines a specific class 
of dual function systems in which communications is an integral part of the radar and 
is considered essential for its successful execution and completion. This class can be 
applied to monostatic, bi-static, and multi-static radar configurations. The embedded 
information can be scheduling, including the radar parameters planned over the next 
coherent processing interval (CPI), and/or sensing which consists of the learned target 
characteristics, such as range, angle, and Doppler. For example, scheduling information 
such as bandwidth used by one radar node is a crucial information for another node 
to avoid collision and minimize the effects of inter-node interference. Similarly, a radar 
node can share, with another radar, its target related information, such as the value of 
the likelihood ratio test function which is pertinent to the presence or absence of tar-
get in each range cell. This approach seeks to assist a low performance radar node to 
improve its target detection capability.

There are three main strategies introduced for embedding communication signals in 
radar parameters, where radar is considered the legacy system. In principle, a radar sys-
tem can change its beam, its fast time waveform, or its slow time waveform according 
to the communication symbols. Signal embedding through modulations of the radar 
beam is referred to as sidelobe signal embedding [15, 16]. This technique modifies the 
optimally designed radar beam and assumes precise values of the sidelobes which is dif-
ficult to attain. Further, radar beam-based embedding is generally suitable for only low 
data rates and small size constellations. Signal embedding over fast time achieves much 
higher data rates than beam and sidelobe modulations, and it is referred as intrapulse 
modulation [17–23]. This type of embedding can be performed using eigenvectors-
based methods, weighted-combining, and dominant-projection techniques [17]. Binary 
phase shift keying (BPSK), quadrature phase shift keying (QPSK), and multilevel M-ary 
PSK can also be used to remodulate the radar waveforms. However, any effort to remod-
ulate the radar waveform is deemed to change its characteristics, the degree of which 
depends on the embedded bit rate and the modulation type. Remodulation can also 
increase security risks, for example, constant BPSK sampling rate can be easily detected 
by the cyclostationary analysis [24], which the eavesdropper can exploit to decode the 
embedded information. Multiple-input multiple-output (MIMO) radars have the addi-
tional option of utilizing the transmitted orthogonal waveforms in signal embedding and 
were considered in the context of DFRC systems [25–30]. On the other hand, dual func-
tion system in the context of passive radars was discussed in [31–33].

In order to avoid radar signal and beam remodulations, code-shift keying (CSK) strat-
egies were proposed in which waveform diversity is utilized to embed information mes-
sages over the radar slow time [34]. A key aspect of this method is not to remodulate 
the radar waveform, but rather exploit diverse radar waveforms to carry information. 
In a radar network setting, CSK signaling using two diverse radar waveforms of up- and 
down- chirps was applied to communicate between two different radars [35, 36]. The bit 
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error rate (BER) expression was derived incorporating the waveform correlation coef-
ficient. However, the analysis was limited to a case in which signal processing at the 
radar receiver is applied to individual CPIs. Although this approach seems reasonable 
since each pulse carries a certain bit (group of bits) of information, deciphering infor-
mation over the radar CPI was not applied. The scheme was extended in [37] to a case 
in which multiple pulses are processed to achieve CPI gain for detection. The authors 
proposed analytical approach for performance analysis and examined the effect of dif-
ferent parameters on the achieved communication and radar performance. However, 
the approach was based on simplified system model assumptions, limited to only up- 
and down- chirps, and did not consider corresponding cross-ambiguity function (CAF) 
analysis and high data rate transmissions with orthogonal chirp division multiplexing 
(OCDM) approach.

1.1  Contributions

In this paper, we propose a novel analytical framework to derive an exact expression of 
the probability of bit error, and exact and approximate expressions of the probabilities of 
false alarm (PFA) and detection, respectively, for the case of sharing scheduling data and 
target information between two radar nodes. We verify their accuracy and demonstrate 
the effect of different parameters on the performance of communications and radar. The 
effectiveness of the proposed up- and down- chirp sequence transmission in reducing 
range sidelobe levels, compared to the conventional transmission of only the up- (or 
down-) chirps, is demonstrated by analyzing the CAF. To overcome the limited informa-
tion rate transmission capability of up- and down-chirps, we propose orthogonal chirp 
division multiplexing (OCDM) approach as a new approach for embedding information 
at higher data rates. To the best of our knowledge, the suitability of the OCDM for radar 
operations has not been investigated before in the literature. Toward this end, we derive 
CAF of the OCDM signal and demonstrate that it improves both zero-Doppler and zero-
delay cuts of the CAF in terms of their mainlobe width and peak-to-sidelobe ratio (PSR).

The remainder of this paper is organized as follows. The proposed system model is 
discussed in Sect. 2. The performance analysis of information embedding with up- and 
down- chirps is provided in Sect. 3. The CAF of a sequence of up- and down- chirps is 
derived in Sect. 4. Section 5 proposes OCDM method and derives the CAF of OCDM 
signal. Simulation results are presented in Sect. 6 and conclusions are drawn in Sect. 7.

1.2  Notations

Upper (lower) bold face letters will be used for matrices (vectors); (·)∗ , (·)H , I , ||·|| will 
denote complex conjugate, Hermitian transpose, identity matrix, Euclidean norm for 
vector; fX (x) , FX (x) , and Pr{·} will denote probability density function (PDF), cumula-
tive distribution function (CDF), and the probability operator, respectively. NC(0, σ

2) 
and X2

n(a) denote circularly symmetric complex Gaussian (CSCG) distribution and chi-
squared distribution with n degrees of freedom and mean a, respectively. Ŵ(α) , γ (α, z) , 
and Ŵ(α, z) denote the Gamma function, lower incomplete Gamma function, and upper 
incomplete Gamma function, respectively.
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2  System model
A schematic diagram of information embedding in a radar network with waveform 
diversity concept is shown in Fig. 1. Radar nodes 1 and 2 cooperate to enhance target 
detection and parameter estimation by sharing target and scheduling information (e.g., 
bandwidth, waveforms, and array configuration of each radar) as follows. Each radar 
transmits its current scheduling information (SI) and target parameters (TP) acquired 
through monostatic (MS) operation mode during previous CPI, employing waveform 
diversity concept. A typical and simple example of waveform diversity is transmitting 
up-chirp to carry information bit 1 and down-chirp to carry information 0. Each bit may 
represent a message on its own. For example, for scheduling information, bit 1 can indi-
cate that the pulse repetition interval (PRI) is above a certain value and bit 0 would rep-
resent otherwise. Similarly, for target information, bit 1 may indicate that the estimated 
range of a target is above 50 Km and bit 0 may indicate the opposite. In either case, 
more elaborate and accurate information would naturally require more bits, which can 
be achieved with the OCDM that allows transmission of bits or symbols with orthogonal 
chirps. Since target and scheduling information are typically assumed to remain con-
stant over a CPI, they can be encoded in a number of bits equal to or less than that 
of a CPI. It is also worth noting that during a current CPI, the embedded scheduling 
information represents what the radar plans to use in the next CPI, whereas the target 
information represents what the radar extracted in the previous CPI. Radar node 1 then 
estimates SI2 and TP2 , reacquires (updates) TP1 with the knowledge of SI2 , and then 
fuses the updated TP1 with TP2 to obtain improved target parameter estimates. On the 
other hand, Radar 2 estimates SI1 and TP1 , reacquires (updates) TP2 with the knowledge 
of SI1 , and then fuses the updated TP2 with TP1 to obtain its improved target parameter 
estimates. The process can be generalized for the cases with multiple targets as well as 
the case with more than two nodes. The target parameter estimates are then ultimately 
fused to obtain tracks associated with each target, which allows discerning an overall 
surveillance picture. Although incorporating all of these steps into a common analytical 

Fig. 1 Schematic of information embedding through waveform diversity in radar network
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framework is an interesting future work, in this paper, we focus on one specific aspect 
which is acquiring target parameter and decoding scheduling information using differ-
ent types of information embedded chirp signals.

Typically, scheduling data and target information can be encoded with two different 
schemes as proposed in [36]. The first scheme encodes different information into bits, 
one parameter at a time, i.e., performing sequential encoding or embedding. The val-
ues assumed by each radar or target parameter form a constellation, or a dictionary on 
its own. The second scheme uses only one scheduling data constellation or dictionary 
whose size is determined by the product of the constellation sizes of all symbols. Each 
combination of the values of the different parameters defines one symbol of the sched-
uled data constellation, and is represented by a binary sequence whose length is equal 
to the number of pulses in the CPI. The number of bits required for the second scheme 
is always less than or at most equal to the number of bits required in the first scheme. 
However, if there is a bit error in the second scheme, the whole message becomes incor-
rect. For both encoding schemes, the probability of error in information decoding can be 
determined from the probability of bit error. Therefore, in the following section we will 
derive this bit error probability including radar performance metrics.

3  Scheduling information transfer with up‑ and down‑chirps
We consider a dual function radar that sends up- and down- chirps carrying bits 1 and 0, 
respectively1. These chirp signals can be expressed as

where f0 is the carrier frequency, α = B
T  is the chirp slope, T is the pulse width, B is 

the waveform bandwidth, and rect t
T  denotes the rectangular function defined as 

rect
(
t
T

)
= 1 , for −T

2 ≤ t ≤ T
2  and rect

(
t
T

)
= 0 , for any other t. su(t) and sd(t) are nor-

malized such that

The cross correlation between su(t) and sd(t) can be expressed as

where C(
√
αT ) and S(

√
αT ) are the cosine and sine Fresnel functions defined as

(1)su(t) =
1√
T
rect

(
t

T

)

ej(2π f0t+παt2), sd(t) =
1√
T
rect

(
t

T

)

ej(2π f0t−παt2),

(2)
∫ ∞

−∞
su(t)s

∗
u(t) dt =

∫ ∞

−∞
sd(t)s

∗
d(t) dt = 1.

(3)β =
∫ ∞

−∞
s∗u(t)sd(t) dt =

1

T
√
α

[
C(

√
αT )+ jS(

√
αT )

]
,

(4)C(
√
αT ) =

∫ √
αT

0
cos

(
π t2

2

)

dt, S(
√
αT ) =

∫ √
αT

0
sin

(
π t2

2

)

dt.

1 The idea of using LFM waveforms to represent digital information was first proposed in [38].
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Note that C(
√
αT ) and S(

√
αT ) converge to 0.5 for high values of 

√
αT  [35]. After down-

conversion, the received signal can be expressed as2

where τd is time-delay, αt is channel/path attenuation3 which, depending on monostatic/
bi-static configuration, includes the effects of transmitted power, transmit and receive 
antenna gains, target radar cross-section (RCS), and monostatic/bi-static ranges [39]. 
n(t) is additive Gaussian noise, which is assumed to have zero-mean and variance σ 2

n .
Radar node 1 transmits L up-chirps/down-chirps within each CPI, depending on the 

scheduling and/or target information bits. Radar node 2 (see Fig. 2) receiver, unaware 
of the pulse transmitted, consists of two matched-filters (MFs). One filter is matched 
to the waveform su(t) , whereas the other is matched to the waveform sd(t) . Let z1,i(t) 
and z2,i(t) represent the outputs of the filters corresponding to the i-th pulse. Define 
t1 = arg maxt |z1,i(t)|2 and t2 = arg maxt |z2,i(t)|2 . Except in very low signal-to-noise 
ratio (SNR) regime, t1 will approximate τd if the received signal consists of an up-chirp 
and t2 will approximate τd if the received signal consists of a down-chirp. Assuming that 
this approximation is accurate, and compensating for the delay, the sampled (discrete) 
outputs of the two filters for the ith pulse can be expressed as

where yi = [yi(0), . . . , yi(Lc − 1)]T and ni = [ni(0), . . . , ni(Lc − 1)]T denote the sam-
pled versions of the received signal y(t) and noise n(t) during the ith pulse. Similarly, 
si = [si(0), . . . , si(Lc − 1)]T is the sampled version of the waveform si(t) , which can be 
either su = [su(0), . . . , su(Lc − 1)]T or sd = [sd(0), . . . , sd(Lc − 1)]T (the sampled ver-
sions of up-chirp and down-chirp, respectively). Here, yi(l) , ni(l) , si(l) , su(l) , and sd(l) 
represent the lth samples of the vectors yi , ni , si , su , and sd , respectively. Lc is the num-
ber of samples per pulse so that LcTs = T  , where Ts is the sampling period. Note that 

y(t) =
{
αt su(t − τd)+ n(t), if up chirp was sent,
αt sd(t − τd)+ n(t), if down chirp was sent,

(5)z1,i = sHu yi = αts
H
u si + sHu ni, z2,i = sHd yi = αts

H
d si + sHd ni,

Fig. 2 Information decoding and detection using waveform diversity

2 We consider that inter-node interference can be avoided because each node has scheduling information from other 
nodes.
3 In the presence of non-fluctuating target, αt is given by radar range equation [39], whereas in the absence of target and 
non-fading channel, it is given by Friis transmission equation.
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sHu su = sHd sd = 1 , and β = sHu sd . In the case of imperfect delay estimation by Le samples, 
(5) can be expressed as

where ȳi = [ȳi(0), . . . , ȳi(Le − 1), yi(0), . . . , yi(Lc − Le − 1)] , and [ȳi(0), . . . , ȳi(Le − 1) 
correspond to noise samples.

3.1  Performance analysis

In this section, we first analyze the performance of communications component of the 
DFRC network in terms of the BER, and then analyze target detection performance in 
terms of PFA and probability of detection.

3.1.1  Unified approach for probability of bit error

A bit error occurs if the detected pulse contains up-chirp, but the amplitude of the output 
of the filter matched to the down-chirp exceeds the output of the filter matched to the up-
chirp and vice versa. The bit error probability can be expressed as

Assuming that bits ones and zeros, i.e., up- and down- chirps are transmitted with equal 
probability, then Pr{y = yu} = Pr{y = yd} = 1

2 . Therefore, the probability of bit error 
can be expressed as

Note that su and sd are deterministic and the eigenvalues of susHu  and sdsHd  are equal. 
Moreover, we assume that the target is non-fluctuating and the statistics of noise does 
not change over coherent pulse integration period. Due to these reasons, the two prob-
ability terms in (8) are equal. Therefore, (8) can be expressed as

The expression in (9) is equivalent to deriving the CDF of the ratio of quadratic forms in 
complex Gaussian random vector, yu = αtsu + n , with mean αtsu and covariance matrix 
σ 2
n I , where σ 2

n  is the variance of elements of noise n . This derivation is not trivial, and is 
often analytically intractable, mainly due to the dependence of numerator and denomi-
nator quadratic forms on the same random vector. One approach to deal with this ratio 
of the quadratic functions of non-zero mean Gaussian random vectors is to express it 
as a weighted (weights can be negative as well) sum of the non-central Chi-square dis-
tributed random variables. However, the CDF of such a ratio can only be obtained in 
terms of an integral of a complicated function that requires numerical computation [40]. 
Below, we propose a novel approach which does not require this numerical integration. 
Toward this end, we derive an exact expression for Pb as follows.

(6)z1,i = sHu ȳi, z2,i = sHd ȳi,

(7)
Pb =Pr{yH susHu y ≤ yH sds

H
d y|y = yu}Pr{y = yu}+

Pr{yH sdsHd y ≤ yH sus
H
u y|y = yd}Pr{y = yd}.

(8)Pb =
1

2

[

Pr

{

yHu sus
H
u yu

yHu sds
H
d yu

≤ 1

}

+ Pr

{

yHd sds
H
d yd

yHd susHu yd
≤ 1

}]

.

(9)Pb =Pr

{

yHu sus
H
u yu

yHu sds
H
d yu

≤ 1

}

.
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Proposition 1 The probability of bit error, Pb , can be expressed as

 where ñ1 ∼ NC(0, 1) , ñ2 ∼ NC(0, 1) , b̃1 = b̃(1) , b̃2 = b̃(2) , b̃ = αt
σn
UH su . Here, U is the 

matrix of eigenvectors of susHu − sds
H
d  arranged in the descending order with respect to its 

non-zero eigenvalues.

1  Proof
Refer to Appendix A.

Let X � |ñ1 + b̃1|2 and Y � |ñ2 + b̃2|2 . Since ñ1 and ñ2 are statistically independent 
CSCG, the random variables X and Y are independent non-central Chi-square dis-
tributed with the degrees of freedom 2, and means 2|b̃1|2 and 2|b̃2|2 , respectively, i.e., 
X ∼ X

2
2(2|b̃1|2) and Y ∼ X

2
2(2|b̃2|2) . The bit error probability can be re-expressed as

The distribution of X/2Y /2 follows a doubly non-central F-distribution [41].   �

Lemma 1 The CDF of the random variable Z, Z = X1/n1
X2/n2

 , where X1 ∼ X
2
n1
(�1) and 

X2 ∼ X
2
n2
(�2) , is given by

where 2F1(a, b; c; x) denotes Gauss hypergeometric function and B(x,  y) denotes Beta 
function [42].

Using Lemma 1, the probability of bit error, Pb = Pr

{

Z �
X/2
Y /2 ≤ 1

}

 , can be expressed as

It is worth noting that (13) holds true also for the signal model (6), i.e., when delay can-
not be perfectly estimated. Moreover, although (13) includes double-summation of infinite 
series, we will observe in Sect. 6 that this series converges within a small number of terms.

3.1.2  Detection performance

In conventional radar only system, target is considered to be detected if the amplitude 
of the matched-filtered output signal in a given range-cell is above a certain threshold. 
However, in the proposed DFRC, the task is to determine whether the pulse is up-chirp 

(10)Pb =Pr

{

|ñ1 + b̃1|2

|ñ2 + b̃2|2
≤ 1

}

,

(11)Pb = Pr

{
X

Y
≤ 1

}

.

(12)

FZ(z) =
∞∑

k=0

∞∑

l=0

(
n1z
n2

)k+ n1
2
�
k
1�

l
2 2F1

(

k + n1
2 , k + l + n1+n2

2 ; k + 1+ n1
2 ;−

n1z
n2

)

2k+l−1e
�1+�2

2 (2k + n1)B
(
n1
2 + k , n22 + l

)
k!l!

.

(13)Pb =
∞∑

k=0

∞∑

l=0

zk+1
�
k
1�

l
2 2F1(k + 1, k + l + 2; k + 2;−z)

2k+l−1e
�1+�2

2 (2k + 2)B(k + 1, l + 1)k!l!
.
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or down-chirp before comparing the matched-filtered output signal amplitude with the 
threshold. Since |β| may not be perfectly zero ( |β| = 0 is the best case for correct waveform 
classification), the received signal can contain target signal even if waveforms are miss-clas-
sified. To provide better insights on the detection performance in a general case of a CPI 
with L pulses, we first determine performance metric for a single pulse and then generalize 
it to multiple pulses. Under correct classification of waveforms, the detection probability 
can be expressed as

where γth is the threshold value. Assuming equal probability of transmission of ones 
and zeros, then Pr

{
y = yu

}
= Pr

{
y = yd

}
= 1

2 , and due to symmetry of the remaining 
probability terms in (14), we obtain

Similarly, under miss-classification case, the detection probability can be expressed as

which, as in the case of correct classification of waveforms, can be simplified to

Without loss of generality, the total detection probability, P̄D = P̄D,1 + P̄D,2 , can be 
expressed as

For L pulses, the above detection probability can be generalized to

The detection probability is a function of unknown threshold, γth , which can be deter-
mined for a given requirement on PFA. The false alarm occurs when the power of the 
matched filter output is above a certain threshold, γth , if the received signal does not 
contain reflection from the target, i.e., when yi = ni.

Considering that the sum of (15) and (17) is equivalent to (18) and following similar 
steps as in Appendix-A, Pf  can be expressed as

(14)
P̄D,1 =Pr

{

|sHu y|2 ≥ γth, |sHu y|2 ≥ |sHd y|
2
∣
∣
∣ y = yu

}

Pr
{
y = yu

}

+ Pr
{

|sHd y|
2 ≥ γth, |sHd y|

2 ≥ |sHu y|2
∣
∣
∣ y = yd

}

Pr
{
y = yd

}
,

(15)P̄D,1 = Pr
{

|sHu yu|2 ≥ γth, |sHu yu|2 ≥ |sHd yu|
2|
}

.

(16)
P̄D,2 =Pr

{

|sHd y|
2 ≥ γth, |sHd y|

2 ≥ |sHu y|2
∣
∣
∣ y = yu

}

Pr
{
y = yu

}
+

Pr
{
y = yd

}
Pr
{

|sHu y|2 ≥ γth, |sHu y|2 ≥ |sHd y|
2
∣
∣
∣ y = yd

}

,

(17)P̄D,2 = Pr
{

|sHd yu|
2 ≥ γth, |sHd yu|

2 ≥ |sHu yu|2
}

.

(18)P̄D = Pr
{

max
(

|sHu y|2, |sHd y|
2
)

≥ γth

}

.

(19)P̄D = Pr

{
L∑

i=1

max
(

|sHu yi|2, |sHd yi|
2
)

≥ γth

}

.

(20)Pf = Pr

{ L∑

i=1

max
(

|sHu ni|2, |sHd ni|
2
)

≥ γth

}

.
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where Xi = |n̄1,i|2 and Yi = |n̄2,i|2 are exponentially distributed random variables 
with the parameter 12 , i.e., their PDFs are given by fXi(xi) = 1

2e
− xi

2  and fYi(yi) = 1
2e

− yi
2  , 

respectively.

Proposition 2 The PFA of (20) can be expressed in integral form as

and in terms of confluent hypergeometric function of two variables as

where 1F1( ) and �1( ) are confluent hypergeometric functions of one and two variables 
[42], respectively.

1  Proof
Refer to Appendix B.

Since PFA can be efficiently computed using (22) or (23), the value of the threshold 
γ̄th �

2γth
σ 2
n

 for a given required PFA, Pf  , can be obtained. After determining the threshold 

for a given PFA, we now proceed to analyze the detection probability in (19). Define 
Z̄i � max(|sHu yi|2, |sHd yi|

2) , whose CDF FZ̄i
(z̄i) = Pr

{
max(|sHu yi|2, |sHd yi|

2) ≤ z̄i
}
 can be 

expressed as

Define σ
2
n
2 sHu su � U1�1U

H
1  and σ

2
n
2 sHd sd � U2�2U

H
2  , where U1 and U2 are unitary matri-

ces and �1 and �2 are diagonal matrices, and bu =
√
2

σn
αtsu . Both terms in the argument 

of probability in (24) depend on same random yu , i.e., same random ni . Since both �1 
and �2 are rank-one, and without loss of generality, we arrange �1 in ascending order 
and �2 in descending order. This key idea allows us to make the terms in the argument 
of probability in (24) to be statistically independent. Thus, following similar steps as in 
Appendix-A, FZ̄i

(z̄i) can be expressed as

(21)Pf = Pr

{ L∑

i=1

max (Xi,Yi) ≥
2γth

σ 2
n

}

,

(22)Pf = 1−
∫ 2γth

σ2n

0

e−
z
2 z2L−1

2LŴ(2L)
1F1

(

L; 2L;−
z

2

)

dz,

(23)Pf = 2LB(L, L)

[

2−L −
2L−1∑

m=0

γm
th

σ 2m
n m!

�1

(

L, 2L−m, 2L,−γth

σ 2
n

,−1

)]

,

(24)
FZ̄i

(z̄i) =
1

2

[

Pr
{

|sHu yu|2 ≤ z̄i, |sHd yu|
2 ≤ z̄i

}

+ Pr
{

|sHu yd |2 ≤ z̄i, |sHd yd |
2 ≤ z̄i

}]

=Pr
{

|sHu yu|2 ≤ z̄i, |sHd yu|
2 ≤ z̄i

}

.

(25)
FZ̄i

(z̄i) =Pr

{
(
b̄1,i + n̄1,i

)H
�1

(
b̄1,i + n̄1,i

)
≤ z̄i,

(
b̄2,i + n̄2,i

)H
�2

(
b̄2,i + n̄2,i

)
≤ z̄i

}

,
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where b̄1,i = UH
1 bu , n̄1,i = UH

1 n̄i , b̄2,i = UH
2 bu , n̄2,i = UH

2 n̄i , and n̄i =
√
2

σn
ni such that 

each element of n̄i is distributed as NC(0, 2) . Therefore, FZ̄i
(z̄i) is given by

where µ1 = �1(Lc, Lc) , µ2 = �2(1, 1) , b̃1,i = b̄1,i(Lc) , b̃2,i = b̄2,i(1) , ñ1,i = n̄1,i(Lc) , 
ñ2,i = n̄2,i(1) , X̄i � µ1|b̃1,i + ñ1,i|2 and Ȳi � µ2|b̃2,i + ñ2,i|2 are scaled independent non-
central Chi-square distributed random variables with 2 degrees of freedom. The PDFs of 
X̄i and Ȳi are, respectively, given by

where I0(x) denotes the zeroth-order modified Bessel function of the first kind [42], 
�x = |b̃1,i|2 and �y = |b̃2,i|2 . The PDF of Z̄i = max(X̄i, Ȳi) is given by

where

Here, Q1(a, b) denotes Marcum-q function [42] of the first-order with the parameters 
a and b. Since the PDF of Z̄i is already in complicated form, the PDF of Z̄ =

∑L
i=1 Z̄i 

cannot be obtained in a closed-form. Toward this end, we apply Central Limit Theo-
rem (CLT), which allows us to approximate Z̄ as Gaussian distributed with mean µZ̄ and 
variance σ 2

Z̄
 .  �

Proposition 3 The approximated detection probability in terms of Gaussian Q-func-
tion can be given by

1  Proof
Refer to Appendix C.

The accuracy of this approximation will be examined with simulations for different 
parameter settings.  �

(26)
FZ̄i

(z̄i) =Pr
{

µ1|b̃1,i + ñ1,i|2 ≤ z̄i,µ2|b̃2,i + ñ2,i|2 ≤ z̄i

}

,

=Pr
{
X̄i ≤ z̄i, Ȳi ≤ z̄i

}
,

(27)fX̄i
(x̄i) =

1

2µ1
e
− x̄i+µ1�x

2µ1 I0

(√

�x

µ1
x̄i

)

, fȲi(ȳi) =
1

2µ1
e
− ȳi+µ2�y

2µ2 I0

(√

�y

µ2
ȳi

)

,

(28)fZ̄i
(z̄i) = fX̄i

(z̄i)

∫ z̄i

0
fȲi(ȳi) dȳi + fȲi(z̄i)

∫ z̄i

0
fX̄i

(x̄i) dx̄i,

(29)

∫ z̄i

0
fȲi(ȳi) dȳi =1− Q1

(
√

�y,

√

z̄i

µ2

)

,

∫ z̄i

0
fX̄i

(x̄i) dx̄i =1− Q1

(
√

�x,

√

z̄i

µ1

)

.

(30)P̄D ≈ Q

(
γth − µZ̄

σZ̄

)

.
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4  Ambiguity function of up‑ and down‑ chirps
Target detection and resolvability depends on whether the given radar waveform sat-
isfies desired requirements in terms of CAF, which is a function of delay and Doppler. 
Below, we analyze the CAF where the data comprises of a sequence of up- and down- 
chirps. With N-chirp sequence, we have

where qk takes value 1 for up-chirp and −1 for down-chirp, and Tp is the PRI of the chirp 
waveform. The two-dimensional CAF can be defined as

where τ and fd , respectively, denote delay and Doppler domains. Using (31) and (32) 
and skipping the carrier frequency part, for the sake of conciseness,    the CAF can be 
expressed as

where we use τ̄k ,l � qkk
2T 2

p − ql(lTp + τ )2,βk ,l � α
(
ql(lTp + τ )− qkkTp

)
+ fd ,  

pk ,l(t) � rect

(
t−kTp− T

2
T

)

rect

(
t−τ−lTp− T

2
T

)

, and qk ,l = qk − ql for notational conveni-

ence. Using the definition of rectangular function, we can express pk ,l(t) as

Let the two regions of τ in (34) be represented as R1 � (k − l)Tp ≤ τ ≤ (k − l)Tp + T  
and R2 � (k − l)Tp − T ≤ τ ≤ (k − l)Tp.

Proposition 4 The CAF X(τ ; fd) for a sequence of N up- and down- chirps can be 
expressed as

where X1(τ ; fd) , X2(τ ; fd) , X̄1(τ ; fd) , X̄2(τ ; fd) are derived in Appendix D.

Note that X1(τ ; fd) and X̄1(τ ; fd) correspond to those terms of the CAF for which 
qk ,l = 0, ∀k , l , whereas X2(τ ; fd) and X̄2(τ ; fd) correspond to the terms for which 

(31)x(t) = 1√
T

N−1∑

k=0

rect

(

t − kTp − T
2

T

)

ej(2π f0t+qkπαt
2)

(32)X(τ ; fd) =
∫ ∞

−∞
x(t)x∗(t − τ )ej2π fd tdt,

(33)

X(τ ; fd) =
1

T

N−1∑

k=0

N−1∑

l=0

∫ ∞

−∞

{

rect

(

t − kTp − T
2

T

)

rect

(

t − τ − lTp − T
2

T

)

×

ejqkπα(t−kTp)
2

e−jqlπα(t−lTp−τ)2ej2π fd tdt

}

,

=
1

T

N−1∑

k=0

N−1∑

l=0

ejπατ̄k ,l
∫ ∞

−∞
pk ,l(t)e

jqk ,lπαt
2

ej2πβk ,l tdt,

(34)pk .l(t) =







1 if lTp + τ ≤ t ≤ kTp + T , (k − l)Tp ≤ τ ≤ (k − l)Tp + T
1 if kTp ≤ t ≤ lTp + τ + T , (k − l)Tp − T ≤ τ ≤ (k − l)Tp

0 otherwise

(35)X(τ ; fd) =
{
X1(τ ; fd)+ X2(τ ; fd) if τ ∈ R1

X̄1(τ ; fd)+ X̄2(τ ; fd) if τ ∈ R2
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qk ,l = ±2 . In the case of only up- (or down-) chirps, all terms of the CAF correspond 
to qk ,l = 0, ∀k , l , meaning that the CAF does not include X2(τ ; fd) and X̄2(τ ; fd).

5  Waveform diversity with OCDM
The data transmission rate of up- and down- chirps can be improved by employing 
orthogonal chirp waveforms. It was shown in [43] that OCDM outperforms orthogo-
nal frequency division multiplexing (OFDM), in terms of BER for different modulation 
orders and linear receivers, under frequency selective fading channels in single-input 
single-output case. The viability of OCDM in a MIMO case with different space time 
coding techniques was investigated in [44], which also showed that OCDM outperforms 
OFDM in terms of frame error rate. Although OCDM is favored in communications sys-
tems, to the best of the authors’ knowledge, there has been no investigation in the lit-
erature in determining the suitability of OCDM for radar operation and functionality. 
For this purpose, we will derive the CAF of OCDM waveform. Under the framework of 
Fresnel transform, the set of N-orthogonal chirps can be defined as

where �a(t) = 1√
T
e
jπ
4 e

−jπ
a t2 , a = T 2

N  , k = 0, . . . ,N − 1 , and the time-bandwidth product 

is given by BT = N  . It can be shown that the above chirps are orthogonal, i.e.,

where, the sinc-function, sinc(k −m) , is zero for all values of k  = m and 1 for k = m . 
Each orthogonal chirp is modulated with information carrying symbol drawn randomly 
from a digital modulation constellation. Let {sk}N−1

k=0 ∈ S be symbols from the constella-
tion S . The transmitted OCDM signal is then expressed as

Substituting (38) into (32), the CAF for OCDM signal can be obtained.

Proposition 5 The CAF of OCDM signal can be expressed as

1  Proof
Refer to Appendix E.

(36)�k(t) =
1√
T
rect

(
t

T

)

�a

(

t −
kT

N

)

=
1√
T
e
jπ
4 e

−jπ
a

(

t− kT
N

)2

, 0 ≤ t ≤ T ,

(37)r� =
∫ T

0
�k(t)�

∗
m(t) dt = Tejπ(k−m)sinc(k −m),

(38)x(t) =
N−1∑

k=0

sk�k(t) =
N−1∑

k=0

1√
T
rect

(
t

T

)

ske
jπ
4 e

−jπ
a

(

t− kT
N

)2

.

(39)
X(τ ; fd) =

(

1− |τ |
T

)N−1∑

k=0

N−1∑

l=0

{

sk s
∗
l e

− jπ

B2
(k2−l2)

e
jπτ
T

(
k−l+2lB2+fdT

)

×

sinc

((

1−
|τ |
T

)(

k − l −
Nτ

T
+ fdT

))}

.
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For τ = 0 , we obtain the amplitude of the zero-delay cut of the CAF as

Similarly, the amplitude of the zero-Doppler cut of the CAF is given by

Note that the CAF (39) as well as its specific cases given by (40) and (41) revert to stand-
ard ambiguity function of a chirp waveform when N = 1 . The mainlobe widths and PSR 
of both zero-Doppler and zero-delay cuts will be examined with computer simulations 
in the following section.  �

6  Results and discussions
For all simulations, the required PFA is set to 10−3 . The noise power is set to 0 dBW, 
whereas αt , which includes transmit power, transmit and receive antenna gains, target 
ranges, and RCS, is varied to change the SNR � αt

σ 2
n
 . While calculating the bit error prob-

ability in (13), we verified that taking 30 terms for each l and k are  sufficient to confirm 
the convergence of the infinite series.

The simulated and theoretical bit error probabilities versus SNR are shown in Fig. 3 
for different values of B and T. The sampling frequency, fs , is chosen as 300 MHz, so 
that Lc = fsT  turns out to be 300 for Fig. 3a and 60 for Fig. 3b. These figures show that 
the simulated and theoretical results exhibit very good matching, which validate the 
accuracy of the derived theoretical expression. Each figure shows that when B increases 
for a given T, the bit error probability decreases. Similarly, by comparing the two fig-
ures, we find that, for a given B, the bit error probability decreases when T increases. 
This improvement becomes more significant when increasing T from 0.2 to 1 µ s for the 
bandwidth of 10 MHz than for 100 MHz. The reason is that |β| decreases (as seen from 
(3)) when the time-bandwidth product of the chirp, BT, increases. When |β| decreases, 
isolation (or decorrelation) between up- and down- chirps increases, which assists the 
receiver in discriminating between two chirps in the received signal.

The PFA versus threshold value in dB is shown in Fig. 4 for different values of L. As 
L increases, the PFA also increases. These curves give the threshold values for a given 

(40)

|X(0; fd)| =
∣
∣
∣
∣
∣

N−1∑

k=0

N−1∑

l=0

sk s
∗
l e

− jπ

B2
(k2−l2)

sinc
((
k − l + fdT

))

∣
∣
∣
∣
∣
,

=

∣
∣
∣
∣
∣
∣

N−1∑

k=0

|sk |2sinc(fdT )+
N−1∑

k=0

N−1∑

l �=k ,l=0

sk s
∗
l e

− jπ

B2
(k2−l2) (−1)k−lsinc(fdT )

[

1+ (k−l)
fdT

]

∣
∣
∣
∣
∣
∣

.

(41)

|X(τ ; 0)| =
∣
∣
∣
∣
∣

(

1− |τ |
T

)N−1∑

k=0

N−1∑

l=0

sk s
∗
l e

− jπ

B2
(k2−l2)

ej
πτ
T

(
k−l+2lB2

)

sinc

((

k − l + Nτ

T

))
∣
∣
∣
∣
∣
,

=
∣
∣
∣
∣
1− |τ |

T

∣
∣
∣
∣

∣
∣
∣
∣
∣
∣

N−1∑

k=0

|sk |2ej
πτ
T k(2B2)sinc(Bτ )+

N−1∑

k=0

N−1∑

l �=k ,l=0

sk s
∗
l e

− jπ

B2
(k2−l2)×

ej
πτ
T

(
k−l+2lB2

) (−1)(k−l)sinc(Bτ )
[

1+ k−l
Bτ

]

∣
∣
∣
∣
∣
∣

.



Page 15 of 28Chalise et al. EURASIP Journal on Advances in Signal Processing         (2023) 2023:14  

PFA. We can observe very good agreement between the simulated and theoretical PFA 
curves, which also verifies the correctness of the derived PFA expression.

In Fig. 5a, the simulated and theoretical (approximated) detection probabilities versus 
SNR are shown for different values of L. We chose B = 10 MHz, T = 1 µ s, and sam-
pling frequency of fs = 300 MHz so that Lc = 300 . It can be observed from this figure 
that the detection probability increases as L increases. This shows that, by integrating 
target reflected signals from L pulses carrying different information (chirps), the perfor-
mance of the radar system will not be compromised. Moreover, the maximum difference 
between the approximated and simulated detection probabilities is limited to approxi-
mately 0.1.

The theoretical and simulated detection probabilities as a function of SNR are shown 
in Fig. 5b for different B and T, and fixed L = 100 . The theoretical and simulated results 
show very good matching when time-bandwidth product is high. This figure also 
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Fig. 3 Bit error probability versus SNR for different B and T: a-(top)) Lc = 300 , b-(bottom)) Lc = 60
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Fig. 5 Probability of detection versus SNR for a-(top)) different L, b-(bottom)) different time-bandwidth 
product
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shows that the detection performance slightly improves when time-bandwidth product 
decreases, which causes less signal isolation, i.e., both matched filter output will indicate 
higher probability of target presence in the reflected signal. This result is worth noting 
since the bit error rate improves when time-bandwidth product  increases,  due to an 
increase in signal isolation. Accordingly, higher signal isolation is good for performance 
in terms of bit error rate, but bad for detection performance.

6.1  CAF of up‑ and down‑ chirps

In this subsection, we will present results to demonstrate how transmitting random 
information bits with up- and down- chirps can improve zero-Doppler cut of the CAF, 
while keeping zero-Delay cut similar to that in the case with all up- or down- chirp trans-
mission. For this purpose, we select following chirp parameters: pulse width of 1 µ s, PRI 
of 5 µ s, bandwidth (B) of 10 MHz, and sampling frequency of 300 MHz.

Figure 6 shows zero-Doppler cuts of the CAF when using up- and down- chirps and 
only up- (or down-) chirps. In the former case, 20 bits of random information are trans-
mitted with N = 20 chirp waveforms, whereas in the latter case, 20 bits but all 1s are 
transmitted with N = 20 chirp waveforms. In both cases, the CAF replicas repeat at 
delays equal to the integer multiples of the PRI. Within each replica, the first null or the 
first lowest value of the CAF amplitude occurs at a distance of 1B from the center of the 
replica. However, compared to the case with only up- (or down-) chirps, as shown at 
the bottom of Fig. 6, the amplitudes of the replicas decrease as τ increases in the case 
of using both up- and down- chirps. This shows that, compared to only up- (or down-) 
chirp transmission, the proposed transmission of random information bits with up- 
and down- chirps is helpful in decreasing the range sidelobe levels significantly. This 
improvement can be explained as follows. In (35), the CAF is a summation of two parts, 
where the first part is due to up- (or down-) chirps, whereas the second part is due to 
alternating transmission of up- and down- chirps. When random information bits are 
transmitted, if two consecutive bits alternate between 0 and 1, the second part of the 
CAF decreases and the number of summation terms in the first part decreases, thereby 
decreasing the range sidelobe amplitudes of the CAF.
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Fig. 6 Zero-Doppler cut of the CAF for a sequence of a-(top)) up- and down- chirps, b-(bottom)) only 
up-chirps
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In Fig. 7, we show zero-delay cuts of the CAF when using up- and down- chirps and 
only up- (or down-) chirps. In contrast to the gain obtained in terms of decreased 
sidelobe levels in the zero-Doppler cuts of the CAF in Fig.  7, the proposed up- and 
down- chirp transmission does not provide additional gains over the zero-Doppler cuts 
of the CAF obtained with only up- (or down-) chirp transmission.

6.2  OCDM results

The performance improvement of OCDM over OFDM, in terms of bit error rate, has 
been already demonstrated in [43]. In this subsection, we show numerical results for 
delineating the advantages of OCDM over standard chirp-based radar sensing. For this 
purpose, we fix the bandwidth of OCDM to 10 MHz and plot the amplitudes of the zero-
Doppler and zero-delay cuts of the CAF for different numbers of orthogonal chirps, 
N. Since the time-bandwidth product is BT = N  , T increases when N increases. The 
orthogonal chirps carry random QPSK modulated symbols.

The zero-Doppler cut of the CAF, |X(τ , 0)| (41), is shown in Fig. 8a for different val-
ues of N. Although the single chirp case shows multiple deep nulls in sidelobes, the 
amplitudes of several sidelobes (first to fourth) adjacent to the mainlobe decrease when 
N increases. Moreover, although the two ends of the mainlobe do not exhibit deeper 
nulls as in the case of N = 1 , the main sidelobe width remains comparable or smaller 
to N = 1 (which is T = N

B = B ), when N increases. These results indicate that OCDM 
can improve radar performance in terms of target range estimation. In Fig. 8b, we show 
amplitude of the zero-delay cut of the CAF (40) for different N. When N increases, the 
mainlobe width decreases by a factor of N, i.e., from fd = 1

T = B in single chirp case 
to fd = 1

T = B
N  in N orthogonal chirps case. In addition, the sidelobe levels are com-

parable to or smaller than in the case with N = 1 . From these results, we observe that 
OCDM provides better Doppler resolution capabilities than single chirp-based modu-
lation. Based on the relation, BT = N  , the mainlobe width of the zero-Doppler cut 
should increase proportionally with N and that of the zero-delay cut should decrease 
proportionally with N. OCDM maintains  the latter good property which is important 
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Fig. 7 Zero-delay cut of the CAF for a sequence of a-(top)) up- and down- chirps, b-(bottom)) only up-chirps
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for enhancing Doppler estimation and resolution. On the other hand, OCDM does not 
allow the mainlobe width of the zero-Doppler cut to increase beyond B.

7  Conclusions
We proposed approaches for embedding target information and scheduling data 
in radar waveforms, with the objective of improving radar functionality in a radar 
network. The performance analysis, for sharing scheduling data carried by up-and 
down-chirps, demonstrated that the bit error probability decreases with increased 
isolation between up- and down- chirps, which is achieved by increasing the time-
bandwidth product. On the other hand, detection probability slightly decreased 
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with increasing the time-bandwidth product. By deriving cross-ambiguity function 
(CAF) of a sequence of up- and down- chirps, we showed its capability to decrease 
range sidelobe levels compared to the transmission of only up- (or down-) chirps. 
To improve the underlying data rate transmission of such a scheme, we proposed 
orthogonal chirp division multiplexing (OCDM) for dual function radar systems. 
Our analysis on the CAF shows that the OCDM provides improved sensing perfor-
mance as seen from the mainlobe widths and the sidelobe levels of the zero-Doppler 
and zero-delay cuts. The proposed chirp-based waveform diversity approach and its 
performance analysis will be extended to the cluttered environments in future work.

Appendix A: Proof of Proposition 1
The probability of bit error of (9) can be expressed as

where b = αtsu , n̄ = n
σn

∼ NC(0, 1) , and Ā = σ 2
nA . Let b̄ = bσ−1

n  and eigenvalue decom-
position of Ā be given by Ā = U�UH , where U is the matrix of eigenvectors and � is the 
diagonal matrix of eigenvalues. Then, (42) can be expressed as

where ñ = UH n̄ and b̃ = UH b̄ . Note that the elements of ñ remain zero-mean complex 
Gaussian distributed with unit variance as those of n̄ due to the fact that the statistics 
of Gaussian random vector is invariant to pre-/post-multiplication by a unitary matrix. 
Moreover, since Ā is the difference between two rank-one matrices, it can be readily 
shown that the matrix Ā has two non-zero (one positive and another negative) eigen-
values and remaining zero eigenvalues. Let these eigenvalues be denoted by �1 and �2 , 
where �1 > 0 and �2 < 0 . Note that these eigenvalues can be determined also in closed-
form [45]. Without loss of generality, � can be expressed as � = diag([�1, �2, 0, . . . , 0]) . 
Thus, (43) can be expressed as

(42)

Pb =Pr







yHu
�
sus

H
u − sds

H
d

�

� �� �

A

yu ≤ 0







,

=Pr
�
(n + αtsu)

HA(n + αtsu) ≤ 0
�
,

=Pr
�
(σnn̄ + b)HA(σnn̄ + b) ≤ 0

�
,

=Pr

��

n̄ + bσ−1
n

�H
Ā
�

n̄ + bσ−1
n

�

≤ 0

�

,

(43)

Pb =Pr
{(

n̄ + b̄
)H

U�UH
(
n̄ + b̄

)
≤ 0

}

=Pr
{(

UH n̄ +UH b̄
)H

�
(
UH n̄ +UH b̄

)
≤ 0

}

,

=Pr

{(

ñ + b̃
)H

�

(

ñ + b̃
)

≤ 0

}

,

(44)Pb = Pr
{

�1|ñ1 + b̃1|2 ≤ |�2||ñ2 + b̃2|2
}

,
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where ñk and b̃k denote the k-th elements of ñ and b̃ , respectively. Since �1 = |�2| , which 
is due to ||su||2 = ||sd ||2 , we obtain the final expression (10).

Appendix B: Proof of Proposition 2
The PDF of the random variable Zi � max(Xi,Yi) is given by

where FYi(zi) =
∫ zi
0 fYi(x) dx and FXi(zi) =

∫ zi
0 fXi(y) dy . Let Z =

∑L
i=1 Zi . To obtain the 

PDF of Z, we calculate the characteristic function, ψZ(s) =
∏L

i=1 ψZi(s) , of Z, where 
ψZi(s) can be expressed as

Thus, the characteristic function of Z is ψZ(s) =
∏L

i=1
1

(1−js)(1−2js) . Consequently, the 
PDF of Z is obtained from ψZ(s) as

Applying [eq. 3.384.7.6 [42] ], (47) can be expressed as

where Ŵ(·) denotes complete Gamma function and 1F1(a; b; x) denotes confluent hyper-
geometric function [42]. Utilizing the derived PDF, the PFA of (20) is expressed as

The integral (49) does not have a closed-form solution. Substituting following integral 
for 1F1

(
L; 2L; −z

2

)
 [46]

into (49) and then interchanging the integration order, we obtain

Applying [3.381.1, [42]] to inner integral in (51), we have

(45)fZi(zi) = fXi(zi)FYi(zi)+ FXi(zi)fYi(zi) = e−
zi
2 − e−zi ,

(46)ψZi(s) =
∫ ∞

0
ejszi fZi(zi) dzi =

1

(1− js)(1− 2js)
.

(47)fZ(z) =
1

2π

∫ ∞

−∞
ψZ(s)e

−jsz ds =
1

2L2π

∫ ∞

−∞
(1− jt)−L

(
1

2
− jt

)−L

e−jsz ds.

(48)fZ(z) =
e−

z
2 z2L−1

2LŴ(2L)
1F1

(

L; 2L;−
1

2
z

)

,

(49)Pf = 1−
∫ 2γth

σ2n

0

e
−z
2 z2L−1

2LŴ(2L)
1F1

(

L; 2L;
−z

2

)

dz.

(50)1F1

(

L; 2L;
−z

2

)

=
Ŵ(2L)

(Ŵ(L))2

∫ 1

0
e−

uz
2 u(L−1)(1− u)L−1 du,

(51)Pf = 1− 1

2L(Ŵ(L))2

� 1

0

uL−1(1− u)L−1





� 2γth

σ2n

0

e−
(1+u)z
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 du.

(52)Pf = 1−
1

2−L(Ŵ(L))2

∫ 1

0
uL−1(1− u)L−1(1+ u)−2Lγ
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(1+ u)γth

σ 2
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du,
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where γ (n+ 1, x) denotes lower incomplete Gamma function. Substituting its series 
form [8.352.1 [42]] into (52), we can express Pf  as

where

Applying [3.197.4 and 3.385 [42]], respectively, J1 and J2,m can be expressed as

where �1( ) is the Gauss hypergeometric function of two variables [42]. With these deri-
vations, the proof for Proposition 2 is completed.

Appendix C: Proof of Proposition 3
Note that µZ̄ =

∑L
i=1 E{Z̄i} , where E{Z̄i} =

∫∞
0 z̄ifZ̄i

(z̄i) is expressed as

where

Substituting the PDFs of X̄i and Ȳi from (27) into (56), we find that 
∫∞
0 z̄ifX̄i

(z̄i) dz̄i = µ1(�x + 2) and 
∫∞
0 z̄ifȲi(z̄i) dz̄i = µ2(�y + 2) . However, the closed 

form expressions for I1 and I2 cannot be obtained. After numerically calculating the inte-
grals I1 and I2 , the mean value of Z̄ is expressed as

(53)

Pf =1−
(2L− 1)!
2−L(Ŵ(L))2

{
∫ 1

0
uL−1(1− u)L−1(1+ u)−2L

×
[

1− e
− γth(1+u)

σ2n

2L−1∑

m=0

γm
th (1+ u)m

m!σ 2m
n

]

du},

=1−
(2L− 1)!
2−L(Ŵ(L))2

(

J1 − e
− γth

σ2n

2L−1∑

m=0

γm
th

m!σ 2m
n

J2,m

)

,

(54)
J1 =

∫ 1

0

uL−1(1− u)L−1

(1+ u)2L
du,

J2,m =
∫ 1

0
uL−1(1− u)L−1(1+ u)m−2Le

− γthu

σ2n du.

(55)J1 = 2−LB(L, L), J2,m = B(L, L)�1

(

L, 2L−m, 2L,
−γth

σ 2
n

,−1

)

,

(56)E{Z̄i} =
∫ ∞

0
z̄ifX̄i

(z̄i) dz̄i +
∫ ∞

0
z̄ifȲi(z̄i) dz̄i − I1 − I2,

(57)

I1 =
∫ ∞

0
z̄ie

− z̄i+�xµ1
2µ1 I0

(√

�x
z̄i

µ1

)

Q1

(
√

�y,

√

z̄i

µ2

)

dz̄i,

I2 =
∫ ∞

0
z̄ie

− z̄i+�yµ2
2µ2 I0

(√

�y
z̄i

µ2

)

Q1

(
√

�x,

√

z̄i

µ1

)

dz̄i.

(58)
E{Z̄} = L

[
2(µ1 + µ2)+ µ1�x + µ2�y − I1 − I2

]

︸ ︷︷ ︸

E{Z̄i}

.



Page 23 of 28Chalise et al. EURASIP Journal on Advances in Signal Processing         (2023) 2023:14  

On the other hand, the variance σ 2
Z̄

 can be expressed as σ 2
Z̄
= Lσ 2

Z̄i
 , where

and

with

Using fX̄i
(z̄i) and fȲi(z̄i) from (27) , we find that ∫∞

0
z̄2i fX̄i

(z̄i) dz̄i = µ2

1
((2+ �x)

2 + 2(2+ 2�x)) 
and 

∫∞
0 z̄2i fȲi(z̄i) dz̄i = µ2

2((2+ �y)
2 + 2(2+ 2�y)) . However, the integrals I3 and I4 have 

to be numerically evaluated. After finding the mean and variance of Z̄ , which is assumed 
to be Gaussian distributed, the probability of detection is finally expressed in terms of 
Gaussian Q-function as in (30) of Proposition 3.

Appendix D: Proof of Proposition 4
For R1 , the CAF can be expressed as

To the best of our knowledge, integral in (62) does not have a closed-form solution. 
However, considering that qk ,l can only take values of 0, 2, and −2 , we show that separate 
analytical expressions are tractable for these values.

Case 1 ( qk ,l = 0 ): In this case, (62) can be expressed as

After some straightforward derivations, we solve the integral in (63) and obtain

Case 2 ( qk ,l = ±2 ): In this case, after some simple manipulations of (62), we obtain

(59)σ 2
Z̄i

= E{Z̄2
i } − [E{Z̄i}]2,

(60)E{Z̄2
i } =

∫ ∞

0
z̄2i fX̄i

(z̄i) dz̄i +
∫ ∞

0
z̄2i fȲi(z̄i) dz̄i − I3 − I4,

(61)

I3 =
∫ ∞

0
z̄2i e

− z̄i+�xµ1
2µ1 I0

(√

�x
z̄i

µ1

)

Q1

(
√

�y,

√

z̄i

µ2

)

dz̄i,

I4 =
∫ ∞

0
z̄2i e

− z̄i+�yµ2
2µ2 I0

(√

�y
z̄i

µ2

)

Q1

(
√

�x,

√

z̄i

µ1

)

dz̄i.

(62)X(τ ; fd) =
1

T

N−1∑

k=0

N−1∑

l=0

ejπατ̄k ,l
∫ kTp+T

lTp+τ

ejqk ,lπαt
2
ej2πβk ,l tdt,

(63)X1(τ ; fd) =
1

T

N−1∑

k=0

N−1∑

l=0

ejπατ̄k ,l
∫ kTp+T

lTp+τ

ej2πβk ,l tdt,

(64)
X1(τ ; fd) =

1

T

N−1∑

k=0

N−1∑

l=0

{

ejπατ̄k ,l ejπβk ,l((k+l)Tp+T+τ)×

((k − l)Tp + T − τ )sinc
(
βk ,l((k − l)Tp + T − τ )

)
}

.
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Let the integral in (65) be denoted by Ī1 which can be expressed as

Substituting t ′ = 2
√
α

(

t ± βk ,l
2α

)

 into (66), we obtain

where u1 and u2 are defined as

Define umin = min(|u1|, |u2|) and umax = max(|u1|, |u2|) . Then, Ī1 of (66) can be 
expressed as

where C(x) and S(x) are, respectively, the cosine and sine Fresnel integrals defined as in 
(4). We can similarly derive CAF for the region R2 . For Case 1 ( qk ,l = 0 ), the expression 
equivalent to (64) can be expressed as

For Case 2 ( qk ,l = ±2 ) and region R2 , the expression equivalent to (65) can be expressed 
as

where Ĩ1 can be expressed as in (69), but with umin and umax replaced by 
ūmin = min(|ū1|, |ū2|) and ūmax = max(|ū1|, |ū2|) , respectively, where

(65)X2(τ ; fd) =
1

T

N−1∑

k=0

N−1∑

l=0

ejπατ̄k ,l e∓jπ
β2
k ,l
2α

∫ kTp+T

lTp+τ

e
±j2πα

(

t± βk ,l
2α

)2

dt.

(66)

Ī1 =
∫ kTp+T

lTp+τ

cos

(

2πα

(

t ±
βk ,l

2α

)2
)

dt ± j

∫ kTp+T

lTp+τ

sin

(

2πα

(

t ±
βk ,l

2α

)2
)

dt.

(67)Ī1 =
1

2
√
α

∫ u2

u1

[

cos
(π

2
t ′2

)

dt ′ ± j sin
(π

2
t ′2

)]

dt ′,

(68)u1 = lTp + τ ±
βk ,l

2α
, u2 = kTp + T ±

βk ,l

2α
.

(69)

Ī1 =







1
2
√
α
[(C(umin)− C(umax))± j(S(umin)− S(umax))] if u1

u2
≥ 0,u1 ≥ u2

1
2
√
α
[(C(umax)− C(umin))± j(S(umax)− S(umin))] if u1

u2
≥ 0,u2 ≥ u1

1
2
√
α
[(C(umax)+ C(umin))± j(S(umax)+ S(umin))] if u1

u2
≤ 0,u2 ≥ u1

1
2
√
α
[(−C(umax)− C(umin))± j(−S(umax)− S(umin))] if

u1
u2

≤ 0,u1 ≥ u2

(70)
X̄1(τ ; fd) =

1

T

N−1∑

k=0

N−1∑

l=0

{

ejπατ̄k ,l ejπβk ,l((l+k)Tp+T+τ)×

((l − k)Tp + T + τ )sinc
(
βk ,l((l − k)Tp + T + τ )

)
}

.

(71)
X̄2(τ ; fd) =

1

T

N−1∑

k=0

N−1∑

l=0

ejπατ̄k ,l e∓jπ
β2
k ,l
2α

∫ lTp+τ+T

kTp

e
±j2πα

(

t± βk ,l
2α

)2

dt

︸ ︷︷ ︸

Ĩ1

,
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We have derived X1(τ ; fd) , X2(τ ; fd) , X̄1(τ ; fd) , and X̄2(τ ; fd) required for Proposition 4.

Appendix E: Proof of Proposition 5
Substituting (38) into (32), we obtain

where p(t) = rect
(
t
T

)
rect

(
t−τ
T

)
 and vk ,l(τ ) = (l2−k2)T 2

N 2 + 2lN 2

T 3 τ + N
T 2 τ

2 . p(t) can be 
expressed as

For 0 ≤ τ ≤ T
2  , after some straightforward derivations, Ī can be calculated as

where f̄ �

(

k − l − Nτ
T + fdT

)

 . Similarly, for − τ
2 ≤ τ ≤ 0 , Ī can be also expressed as

Consequently, for −T
2 ≤ τ ≤ 0 , Ī can be combined in the following form

Substituting Ī from (77) into (73), the CAF is expressed as

(72)ū1 = kTp ±
βk ,l

2α
, ū2 = lTp + τ + T ±

βk ,l

2α
.

(73)

X(τ ; fd) =
∫ ∞

−∞

1

T
p(t)

N−1∑

k=0

ske
j π4 e

−j πN
T2

(

t− kT
N

)2 N−1∑

l=0

s∗ke
−j π4 e

j πN
T2

(

t−τ− lT
N

)2

ej2π fd t dt,

=
1

T

N−1∑

k=0

N−1∑

l=0

sk s
∗
l

∫ ∞

−∞
p(t)e

−j πN
T2

(

t− kT
N

)2

e
j πN
T2

(

t−τ− lT
N

)2

ej2π fd t dt,

=
1

T

N−1∑

k=0

N−1∑

l=0

sk s
∗
l e

jπvk ,l(τ )

∫ ∞

−∞
p(t)e

j 2πT

(

k−l−Nτ
T +fdT

)

t
dt

︸ ︷︷ ︸

Ī

,

(74)p(t) =







1 if τ − T
2 ≤ t ≤ T

2 , 0 ≤ τ ≤ T
2

1 if − T
2 ≤ t ≤ −τ + T

2 ,
−T
2 ≤ τ ≤ 0

0 otherwise

(75)Ī =
∫ T

2

τ− T
2

e
j 2πT

(

k−l−Nτ
T +fdT

)

t
dt = T

(

1−
τ

T

)

ej
π
T f̄ τ sinc

(

π f̄
(

1−
τ

T

))

,

(76)Ī =
∫ T

2 −τ

− T
2

e
j 2πT

(

k−l−Nτ
T +fdT

)

t
dt,= T

(

1−
τ

T

)

e−j πT f̄ τ sinc
(

π f̄
(

1−
τ

T

))

.

(77)Ī = T

(

1−
|τ |
T

)

ej
π
T f̄ τ sinc

(

π f̄

(

1−
|τ |
T

))

.

(78)
X(τ ; fd) =

(

1− |τ |
T

) N−1∑

k=0

N−1∑

l=0

{

sk s
∗
l e

jπvk ,l(τ )e
j πT

(

k−l−Nτ
T +fdT

)

τ×

sinc

((

k − l −
Nτ

T
+ fdT

)(

1−
|τ |
T

))}

.
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Re-substituting vk ,l(τ ) into (78), we obtain the expression in Proposition 5, assuming 
that τT << 1 and τ 2 << 1.
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