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e credibility of traditional optical camouflage evaluation methods, this paper proposes

a grayscale clustering camouflage effect evaluation method based on multifeature
descriptions of hyperspectral images using similarity indicators that reflect different
spectral characteristics of the target and background. From the perspective of spec-
trum and human visual contrast, a comprehensive evaluation index system including
spectral distance feature, spectral derivative feature, curve shape feature and spatial
texture feature is constructed by combining spatial-spectral multi-feature constraints.
At the same time, an improved Delphi method is proposed to simulate the expert
decision-making process, and better evaluation weights are obtained by comparison
and screening. The comprehensive evaluation of camouflage effect based on whiten-
ing function gray clustering is realized. The proposed method can not only give the
“excellent”and “bad” of camouflage effect qualitatively, but also calculate the compre-
hensive score of camouflage effect by model.

Keywords: Hyperspectral image, Camouflage evaluation, Whitening weight, Grayscale
clustering

1 Introduction

The emergence of hyperspectral remote sensing has led to a revolution in the remote
sensing field. It mainly uses hyperspectral detection equipment to obtain narrowband
spectral information to achieve ground object detection [1-3]. Compared with tradi-
tional optical images, hyperspectral images contain not only the spatial information of
the ground feature distribution, but also the unique spectral information of the ground
features. It has strong technical advantages for camouflage and the identification and
detection of military targets, making it a new type of military reconnaissance method
[4]. In the modern military battlefield, “attack” and “defense” are always a pair of “spear”
and “shield” Improving the stealth capability of military targets means improving the
survivability of the battlefield, which is important for winning military wars in the new
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situation. Therefore, using the full-band characteristics of hyperspectral to evaluate the
stealth effect of camouflaged targets has extremely high application value [5, 6].

2 Related work

In recent years, some domestic scholars have begun to pay attention to the stealth effect
of camouflage targets under hyperspectral reconnaissance methods and have launched
research on the evaluation methods of camouflage effects based on hyperspectral
images. It mainly includes two types based on image processing and spectral character-
istics. The literature [7, 8] adopts the idea of principal component analysis processing
(PCA), which uses wavelet transform to extract the four components of low frequency;,
horizontal high frequency, vertical high frequency and diagonal high frequency from the
first principal component as a camouflage effect. The evaluation index of the company
has achieved a certain comparative effect. However, this method is still essentially an
image-based camouflage evaluation method, which does not make full use of the spec-
tral information of hyperspectral images. The literature [7] combines the characteristics
of high spectral resolution of hyperspectral images, and uses Euclidean distance to cal-
culate spectral features to quantify the camouflage effect under hyperspectral imaging.
In literature [9], anomaly detection algorithm is introduced into camouflage effect eval-
uation. Similarly, Euclidean camouflage coefficient is defined to quantitatively analyze
camouflage effect. The literature [10] proposed a hyperspectral camouflage effect evalu-
ation method based on intuitionistic fuzzy decision. In literature [11], combined with
the finite time search strategy, a camouflage evaluation method based on hyperspectral
image detection is proposed, which has certain rationality and feasibility. However, the
above methods do not make full use of the spectral feature information of hyperspectral
images, and the calculation of similarity is only through simple linear weighting. The
results have certain objectivity, but the reliability is not strong.

The core idea of camouflage effect evaluation method based on spectral features is to
mine different similarity indexes in spectral dimension. In addition to the commonly
used spectral angular distance [12, 13] and spectral derivative vector [14, 15], the lit-
erature [16] considers the similarity of the shape of the spectral curve on this basis. In
essence, the correlation degree of the slope of each point of the two spectral curves is
used as the basis for camouflage evaluation, and the results have certain reliability. How-
ever, the practicability and innovation of the overall evaluation method are still relatively
lacking.

In summary, the existing evaluation methods are roughly divided into two catego-
ries. One relies only on spatial dimension features (such as hue, brightness, texture, and
patches), and the other relies too much on spectral dimension features and ignores the
spatial features between the target and the background. At the same time, the traditional
camouflage effect evaluation method is dependent on the observer’s eye discrimina-
tion, with a strong subjective color. In order to avoid this situation, a large number of
researchers set the discriminant indicators as the quantized eigenvalues, which com-
pletely lost the professional judgment opinion. Overall, there is little research on cam-
ouflage effect evaluation technology based on hyperspectral images at home and abroad,
and it is still mainly based on the comparison of simple similarity indicators. It is dif-
ficult to intuitively and quantitatively evaluate the camouflage effect from the overall
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perspective of spatial and spectral characteristics. Therefore, this paper adopts a hier-
archical weighted comprehensive evaluation method based on image camouflage evalu-
ation theory. First, the similarity characteristics of the image are constructed, and on
this basis, the improved Delphi method is used to simulate the expert decision-making
process to determine the weights of different indicators, construct the evaluation index
matrix and combine the grayscale clustering comprehensive evaluation method to give a
comprehensive evaluation result.
The major contributions of this paper are as follows:

1. We propose a camouflage effect evaluation method based on hyperspectral spatial—
spectral similarity feature multi-index joint, which combines spectral similarity and
spatial feature similarity, and solves the problem of single and one-sided evaluation
index of traditional evaluation methods.

2. We introduce multiple sets of weight data to select the optimal value to replace the
traditional expert decision-making, effectively ensuring the objective fairness of deci-
sion-making; based on the whitening weight function, the decision matrix is con-
structed, and the gray level is defined to realize the process of evaluating the camou-
flage effect from fuzzy to clear.

3. Based on the proposed hyperspectral camouflage effect evaluation method, the cam-
ouflage performance of a certain camouflage strategy under different backgrounds
can be given. It can also judge the order of different camouflage strategies in the same
background. That is to say, it can be qualitatively described by hierarchical division,

or quantitatively evaluated by comprehensive decision-making measurement results.

3 Methodology

3.1 Image-similarity features

1. Spectral Distance Feature: In hyperspectral image processing, the spectral angle
cosine (SAC) [17] is often used to calculate the similarity of two spectral curves. Assum-
ing that x and y represent the average spectral vector of the target and background in a
certain area, respectively, the calculation formula of SAC is:

(x.y)

SSAC (x,y) = cos <x,y> =
NN (1)

It can be seen from the above formula that the spectral angle distance is actually the
cosine of the generalized angle between the two spectral curve vectors. Obviously, the
higher the similarity between the two spectral curves, the greater the cosine value of
the included angle, which reflects the better camouflage effect of the target. At the same
time, it can also be seen that the size of the spectral angular distance is only a measure
of curve similarity. In the high-dimensional space, it only reflects the parallelism of the
two eigenvectors. It has nothing to do with the size and can effectively avoid the inter-
ference caused by factors such as the sun’s incident angle and brightness. As a distance
measurement method, spectral angular distance has strong objectivity and reliability in
camouflage evaluation.
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2. Spectral Derivative Feature: Spectral derivatives can reduce the characteristic
interference caused by partial atmospheric transmission and have some superiority
in geophysical spectral morphological analysis [18]. The spectral derivative charac-
teristic (SDC) can reflect subtle changes in the spectral curve, mainly in the slope,
gradient and other information. This change is able to highlight the absorption char-
acteristics of the material in the characteristic band and better express the essen-
tial characteristics of the target and the background. Considering the hyperspectral
image X = {x;}} ; with d bands and n pixels, the spectral derivative of the first image
element can be defined as:

X = dx,«/d). 2)

For the discretization of the previous test, the differential expression of x; can be
obtained:

X = [|xi,2 - xi,1|, Xi3 = Xi2|s s |Xid — xi,d—lH (3)

Similarly, the average spectral derivatives x" and y' correspond to the target and
background, respectively, which are used to compute generalized cosine values:

sspc (%) = cos (x,y') = % “
VAU W

The spectral curve variation information, reflected by the spectral derivative fea-
ture, is essentially a way to evaluate the camouflage effect from the perspective of the
curve shape. Therefore, describing the similarity of the target and background using
spectral derivative features is important to enhance the objective of camouflage effect
evaluation.

3. Curve Shape Feature: Different from the spectral derivative feature, the spec-
tral correlation coefficient (SCC) can be obtained for the “slope” of each point; the
spectral vector information can be integrated, and the absolute correlation degree of
the spectral curve (ASC) can be used. The degree of similarity between two spectral
curves can be determined [16].

Deviation standardization was used to normalize the target spectrum and back-
ground spectrum:

x; — min (x;)

Y; = (5)

min (x;) — max (yi)

For the average spectral derivative of the background and target and the sum of the
normalized spectral data, the spectral correlation coefficient is calculated as:

§0) =1/ 1+ (i +1) =y (G +1)]] (©6)

where j =1,2,...,d — 1. Combining the information of the optical correlation coeffi-
cient, we obtain the average, namely the absolute correlation of the spectral curve, which
can be expressed as:
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L 4l
SASC = 7 E £(j) (7)

The absolute correlation calculated by the above formula reflects the spectral line
shape characteristics of the two spectral curves and is comparable. It can be seen that the
greater the value of the absolute correlation, the higher the spectral similarity between
the target and the background; otherwise, the smaller the absolute correlation value, the
worse the similarity, indicating a poor camouflage effect.

4. Spatial Texture Feature: Texture is a visual feature that reflects grayscale statis-
tics and distribution characteristics and spatial arrangement structure, which is differ-
ent from image features such as grayscale and color. For hyperspectral data, the texture
structure reflects the spectral difference between different spatial pixels and reflects the
spatial transformation law of the spectrum. Therefore, using spectral data to express the
spatial texture structure and establishing a camouflage evaluation index based on spatial
texture features is of great significance for distinguishing camouflage from background.

Principal component analysis is the most commonly used feature extraction algorithm,
and the obtained first principal component reflects the maximum amount of informa-
tion of the spectral data. Therefore, the spectral data can be converted into a grayscale
image through the dimensionality reduction method, and then the texture extraction
algorithm can be used to obtain the largest feature of the grayscale image.

The wavelet transform [19] is the most commonly used feature extraction algorithm
in the process of obtaining texture structures. Multilayer wavelet decomposition is used
for the first principal component, and four wavelet components are used as variables to
extract texture features:

Ty = (cHy + Vi + cDp) [ cAm g
Ty = cHy/ Vin (8)

where ¢H,;,cVy, , and ¢D,, are the horizontal, vertical, and diagonal wavelet components,
respectively; T is the ratio of high-frequency components and low-frequency compo-
nents after wavelet transformation, which is used to express the spatial frequency char-
acteristics of image texture; T3 is the ratio of horizontal and vertical components after
wavelet transformation, which is used to express the differentiation direction character-
istics of image texture. Then, the spatial texture feature (spatial texture feature, STF) can
be expressed as the weighted sum of, namely:

T = K(T1, To) )

The difference (T}, T,) between the spatial texture characteristics of the target and the
background is used as the similarity index:

sstE=1/(1+|Tx — Ty) (10)

3.2 A comprehensive evaluation index system
Different similarity characteristics reflect the camouflage characteristics of the target rel-
ative to the background from different angles. On this basis, it is necessary to integrate
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the characteristics of various indicators to find a comprehensive measurement method
that can better reflect the camouflage characteristics of the target. The difficulty of com-
prehensive evaluation lies not in the “cognitive uncertainty” in fuzzy mathematics but in
how to obtain the inherent meaning of the camouflage characteristics from the indica-
tors that have been obtained. Gray system theory has strong superiority in solving this
problem.

The comprehensive evaluation is based on the multifeature description of the back-
ground and camouflage images, and the ultimate goal is to give a comprehensive deci-
sion measure result of the camouflage effect. Among them, based on improving the
weight construction of the Delphi method and the gray clustering comprehensive evalu-
ation method based on the whitening weight function is two important links, in essence
through the simulation of the expert decision-making process, combined with the gray
evaluation clustering characteristics and the more intuitive and detailed comprehensive
camouflage effect evaluation index, that explain the “advantages and disadvantages” of
the camouflage effect.

1. Linear Normalization: To achieve the consistency of each index in the multi-index
system, all indices are required to have the same dimension, order of magnitude and
unit. Therefore, different index data need to be standardized.

Consider three normalization methods: normalization, scale transformation and range
transformation. Because the scale transformation can retain the original feature dif-
ference to the greatest extent, it also has different data requirements (trending to “0,
toward “1” and toward the center). Different nondimensional processing methods are
used, and the nondimensional processing method of linear proportional transformation
is used here.

Linear scale transformation mainly includes the lower limit measure, central measure
and upper limit measures; different measurement methods reflect the different applica-
tion scope, and the upper limit measurement method does not change the original index
discrimination direction, for the camouflage effect evaluation index, has the tendency of
“1” characteristics, to reflect the difference as far as possible between target and back-
ground. The upper-limit measure method is used here.

Spi = d,i(/m]axd,"( (11)
K

2. Delphi Tips for Weight Construction: For a multi-index evaluation system, the selec-
tion of weights is of great significance. Different indices can easily lead to deviations in
evaluation results and sometimes interfere with decision-makers’ decision-making and
causes them to obtain incorrect decision-making results. Delphi is a more commonly
used weight construction method, but its essence is a survey method for collecting
expert opinions. It involves the processing and analysis of expert opinions. It is affected
by the number of experts and the degree of expertise of the experts. It is easy to cause
inconsistencies in the weighting results. This paper uses big data to simulate the expert
decision-making process and obtains the best evaluation weights through comparison
and screening [20].

If the initial weight of each index is w* = {w;k}lxn, the weight vector construction
result of each index can be normalized:
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* k *
w—{ w1 Wy Wy }
- n * n PR n *
=1 Wi 2ui=1 Wi i=1 W (12)

= {Wli w, .. -)W}’l}

3. Comprehensive Evaluation of Gray Clustering: The so-called “gray” refers to the
knowledge and unknown of the judgment process. In the actual camouflage evaluation
process, the characteristic description of things is often known, and how to evaluate
or evaluate the results is often unknown. Gray clustering [21] uses known observation
indicators to classify unknown results through custom categories, in which “category”
represents the “good or bad” difference of the expert decision layer, which is actually
a hierarchical discrimination method with index direction. Gray clustering mainly
includes the following steps:

Step I: Establish an indicator set

Suppose that there are n objects and m evaluation indices, and establish an evaluation
index matrix U = [uy, up, -+, u,,]T where is the eigenvector of the i’s object.

Step 2: Normalization of the indicator characteristics

The directly obtained raw data are inconsistent in terms of magnitude and unit, mak-
ing it difficult to equally evaluate target camouflage performance; therefore, the raw data
should be normalized before using each metric. To better unify the metrics, the central
effect measure normalization method of the linear scale transformation is used here.

Step 3: Construct the whitening weight function and set the evaluation level.

The process of evaluating things from fuzzy to clear corresponds to the gray evaluation
system, which is equivalent to the process of grayscale changing from “gray” to “white,’
in which the whitening weight function plays a key role.

The evaluation grade is delimited from best to inferior according to the evaluation
requirements, and s gray classes must be determined according to the number of eval-
uation grades. Based on this, you can divide the range [a;,a,1] for an indicator into

subsets:
[ﬂl,dz], [612,&13], e [dk_ ,ak], .
' (13)
[as—1, as], [as, as+1]
Determine the triangulated whitening function of ks class as:
o =12 mk=12..5s) (14)

Assuming that the observed value of the ks index is, the membership degree of the
category can be calculated by the following formula:

WD § == N
Jr—ar_ 1’ —1»
[ =< ot ) (15)
T x € [Ak, ax]

Step 4: Constructing the index weights

Weights were determined by using a modified Delphi method, using multiple sets of
weight data experiments instead of expert decisions, to obtain reliable weight vectors
w= W1, Wa,...,Wy).

Step 5: Calculate the samples’ decision coefficient matrix

Page 7 of 16
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The decision coefficient for judging whether object i belongs to category k can be

expressed as:

m
k _ K (.11
0p = ZJ; (i) wj (16)
j=1
The sample decision coefficient matrix can be obtained as follows:
0'11 O"% e O’ig
1 .2 s
0’ O" ... 0’
= (O-jk) — 2 V2 2 (17)
1,2 ‘
O‘n O'n ... O';

Step 6: Determine the gray class grade.
The matrix . is normalized by rows, and the normalized unit decision coefficient matrix

can be obtained:

k
o
sk

l
== x 18
4 22:1 O'ik ( )

If max; <j < {5[]( } = 55*, k* is the category to which /s object belongs (i.e., the evaluation

level).

Step 7: Determine the comprehensive decision-making degree

After determining the evaluation rating of all the objects, it is still impossible to compare
with the objects of the same level, so the comprehensive decision degree needs to be intro-
duced. Assuming there is the decision coefficient 7, it is necessary to combine the adjust-

ment coefficients of the different decision classes.

m=s—14Ls—2,...,1)
m=6-1s-15-2,...,2)

ns=(s—2,5s—1,s—1,...,3) (19)
m=(1,23...,5s—1,5)
N1, M2 ..., Ns are then called the adjustment coefficients of class 1, class 2, ..., class s,
respectively.
Step 8: Comprehensive evaluation results
Define comprehensive decision measures for objects 1 and 2 of the same hierarchy:
&2 = N7
If
sk } =5k
sk } — sk (21)

Page 8 of 16
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Then, it is judged that Target 1 is better than Target 2.

4 Experimental results and analysis

4.1 Experimental data

The experimental data were taken by the gaiasky series on-mounted spectroscopy imag-
ing system (DJI m600 pro on the airborne platform), with parking coverage in the visible
and near-infrared bands (396.4 1024.8 nm) and can be used to analyze the camouflage
characteristics of stealth targets in the visible and near-infrared range of the high spec-
trum. In addition, there are a total of 256 bands, the spectral detection rate of 2.2 to 2.3 n
m, the image size and the spatial resolution of 60 m height of 1.92 cm.

The experimental data have high spectral differentiation and spatial resolution, which
can be used to calculate the spectra and texture of camouflage targets and background
and then finely analyze the camouflage performance of stealth targets, which has strong
reliability.

4.2 Assessment of camouflage effect

The background of the camouflage target is mainly vegetation and grass grassland. To
compare the camouflage background and camouflage effect, typical objects are selected
for camouflage analysis.

As shown in Fig. 1, a total of five typical objects are selected, among which the cam-
ouflage net and the car are the target objects to analyze and compare the stealth ability
before and after vehicle camouflage; locust tree and spruce, as two typical vegetation
backgrounds and cement land as the road background, are used to analyze and compare
the stealth ability of the camouflage network in different ground backgrounds.

The camouflage network adopts the jungle camouflage network produced by
Taizhou Huayi Equipment Technology Co., Ltd. The size of the camouflage network is
6:8 x 6:8 m, and the color can match various background colors. The near-infrared spec-
tral reflectivity of green spots is not less than 0.5, with certain visible light and near-
infrared camouflage characteristics.

Fig. 1 Hyperspectral scene. Objects represented by the label: (1) camouflage net, (2) cars, (3) wutong, (4)
spruce, (5) cement
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1. Evaluation index system: Four characteristics of spectral distance, spectral deriv-
ative, curve shape and spatial texture were selected as evaluation indicators to calcu-
late the characteristic similarity of the camouflage net, automobile and locust tree,
spruce, grassland and cement by the linear normalization method, and finally estab-
lish the evaluation index system shown in Table 1.

2. Determine the weight: For the comprehensive evaluation method of grayscale
clustering, the weight of various indicators is the problem that must be solved, and
the weighted model directly determines the camouflage evaluation effect. Therefore,
this section starts from the reliability of the camouflage method and selects a large
number of target points and background points to simulate the expert decision of the
Delphi method to obtain an optimized weighted model.

The comprehensive camouflage coefficient is used as an index to evaluate the
rationality of the weight:

Stotal = W1SSAC + W28SDC + W3SASC + W4SSTF (22)

The so-called expert decision of the simulated Delphi method is the process of judg-
ing the rationality of the comprehensive camouflage coefficient based on the known
prior camouflage properties. A set of 30 data points was selected from the hyperspec-
tral images. When the target points were unchanged, grass, various vegetation and
vehicles were selected. Almost reliable weight parameters were obtained through a
large number of experiments, and the weights were accurate to those after the deci-
mal point. The weight ratio results as shown in Table 2.

3. Determine the camouflage evaluation rating level: According to the effect of cam-
ouflage, four evaluation grades “excellent, good, medium and poor” are determined
and extended to six grades from left to right. Then, the corresponding number of cat-
egories is set to k=0, 1, 2, 3, 4, 5. Referring to Eq. (15), the extended triangular whit-
ening weight function ];.k (x) is shown in Fig. 2.

As shown in Fig. 2, there is a decision ambiguity for each category membership.
Assuming that the value of the function variable is normalized, the coefficient of the
whitening weight function fjs(s = 6) is determined according to the six camouflage
levels, then a;(k =0, ...,6) = [0.15,0.3,0.45,0.6,0.75,0.9, 1.05]. The whitening weight
functions j;k (x) corresponding to each category are shown in Table 3.

Table 1 Evaluation index system

Evaluation Target Background
Index

Spruce Wutong Grass Cement
Spectral Camouflage Net 1 0.8323 0.9679 0.3241
Distance Cars (Black) 0.2679 0.1562 0.7490 1
Spectral Camouflage Net 0.7962 1 0.8005 04358
Derivative Cars (Black) 03762 03219 03773 1
Curve Camouflage Net 0.6946 0.5190 1 0.2561
Shape Cars (Black) 04924 0.2828 0.1351 1
Spatial Camouflage Net 1 0.9542 0.6937 0.0323

Texture Cars (Black) 04321 05791 0.1345 1
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Table 2 Approximately optimal weight results

Point location Camoufalge coefficient
Spectral Spectral Curve Shape Spatial Texture Comprehensive
distance Derivative index
Weight 04 0.1 0.2 03 -
A Target point: (200, 180) 0.978 0.163 0.656 0.888 0.805
Background point: (190, 60)
B Target point: (200, 180) 0.013 0.151 0.264 0.879 0.326
Background point: (200, 260)
C  Background point: (200, 180) 0.982 0.160 0.786 0.541 0.728
Background point: (330, 200)
e 1 2 23 4 5
frofr o f
WF -t —-
0 qQ aq a 4G q as " x

Fig. 2 Triangular whitenization weight function diagram

Table 3 Corresponding whitening weight functions

Class Gray whitening weight function Class Gray whitening weight function
0 u;—075 ] Uj—06
. Oigo_sg 75 uj € (0.75,09] 1 W uj € (06,0.75]
f(up) =9 foemeb,  uj € (09,105) il (up) = 224, uj e (0.75,09]
0, uj ¢ (0.75,1.05) 0, uj ¢ (0.6,09)
2 uj—045 3 Ui—03
, 8';6510[?5' uj € (045,0.6] , %‘{65]0'3' uj € (0.3,045]
f(up) =4 G355, g€ (06,075] fu) = o, uj € (045,06]
0, uj & (045,0.75) 0, uj & (0.3,06)
4 ui—0.15 5 u;i—0
. 82%510‘JS/ uj € (0.15,03] . %‘;'r’:uo’ uj € (0,015]
£ (uy) = oas o5 Ui € (03,045] 7 (uy) = o—te, Uy € (0.15,03]
0, uj ¢ (0.15,045) 0, uj ¢ (0,03)

4. Evaluation level: The results of the evaluation index in Table 1 are replaced with the

corresponding whitening weight function to obtain the whitening result a(-) of the gray

number index, where (-) represents the category corresponding to the bleaching results.

Table 4 gives the results for the calculation. In addition, the “Classes” in Table 3 represent

the pros and the cons of camouflage effects. To facilitate statistics, we put six grades (0, 1,

Page 11 of 16
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Table 4 Evaluation index system

Index Target Background
Spruce Wutong Grass Cement
Spectral Camouflage Net 0.3333 (0) 0.5487 (0) 0.5473 (0) 0.1607 (3)
Distance 04513 (1) 0.8393 (4)
Cars (Black) 0.7860 (4) 0.0413 (4) 0.9933 (1) 0.3333 (0)
0.2140 (5) 0.9587 (5) 0.0067 (2)
Spectral Camouflage Net 0.6920 (1) 0.3333(0) 0.6633 (1) 0.9053 (3)
Derivative 0.3080 (0) 0.3367 (0) 0.0947 (4)
Cars (Black) 0.5080 (3) 0.1460 (3) 0.5153(3) 0.3333(0)
0.4920 (4) 0.8540 (4) 0.4847 (4)
Curve Camouflage Net 0.6307 (1) 0.4600 (2) 0.3333(0) 0.7073 (4)
Shape 0.3693 (2) 0.5400 (3) 0.2927 (5)
Cars (Black) 0.2827 (2) 0.8853 (4) 0.9001 (5) 0.3333(0)
0.7173 (3) 0.1147 (5)
Spatial Camouflage Net 0.3333(0) 0.6387 (0) 0.6247 (1) 0.2153 (5)
Texture 03753 (2)
Cars (Black) 0.8807 (3) 0.8607 (2) 0.8967 (5) 0.3333(0)
0.1193 (4) 0.1393 (3)

2, 3,4, 5) from good to bad corresponding to “A, B, C, D, E, F’ As given in Table 4, there are
two levels of data corresponding to most evaluation indicators (e.g., under the background
of phoenix trees, the spectral distance similarity of camouflage net corresponds to excellent
and better camouflage levels). Therefore, the uncertainty of camouflage level is solved by

constructing sample decision matrix.

4.3 Comprehensive decision
The decision coefficient matrices X; and ¥y of camouflage nets and black sedans are
obtained by weighting the whitening indexes of different targets and backgrounds by cat-
egory, and the weights are w = [0.4,0.1,0.2,0.3]. In the decision coefficient matrix, “row”
represents the four background of spruce, sycamore, grassland and cement land, and “col-
umn” represents the evaluation category of camouflage effect of “A(0), B(1), C(2), D(3), E(4)
and F(5)”

1. Camouflage Net: The decision coefficient matrix of the camouflage net is calculated as
follows:

=1 = (of)

0.2641 0.1953 0.0739
0.4444 0.1805 0.0920
0.3192 0.2537 0.1126

0 0 0 (23)
0 0 0
0.1080 0 0
0 0 0

0.1548 0.4867 0.1231

The maximum value is available for each line:
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max {of} =02641 = of

1<k<6

max {of} = 04444 = of

1<k<6 (24)
max {of} =03192 = of

1<k<6

max {Gf} = 0.4867 = Uf

1<k=<6

To see, in comparison, the camouflage net in the spruce, wutong, grassland three
land background, the evaluation level is “A;” reflecting the best camouflage perfor-
mance; and in the cement background, the evaluation level is “E,” as it can be seen
that there is basically no camouflage effect.

To more carefully express the camouflage performance of the camouflage net under
the background of spruce, wutong and grassland, the comprehensive decision meas-
ure under three different backgrounds can be calculated. According to the adjustment
coefficient principle of the category in the grayscale clustering, the comprehensive
decision measure of the three samples can be calculated as:

0.4952
0.3662
0.1386
e1=mél =1[6,54,3,2,1
1=mé; = Il 7o (25)
0
0
= 5.5366
£y = 1281 =5.1645 (26)
g3 = N384 =5.3014 (27)

where 7; is the adjustment coefficient vector for the gray class, and §; is the decision coef-
ficient vector after o;’s normalization.

The evaluation results of different backgrounds of this camouflage net are
“spruce > grass > wutong.”

2. Cars (black): The decision coefficient matrix of the resulting car is calculated as

follows:
0 0  0.0565
5 _(k)_ 0 0 02582
2=\9% )= 0  0.3937 0.0027

03333 O 0

0.4585 0.3994: 0.0805

0.0564 0.1196 0.4064

77 0.0485 0 0.4490
0 0 0

The maximum value is available for each line:
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max {of} = 04585 = o}

1<k<6

max {of} = 04064 = o3

1<k<6 (29)
max {05{(} = 0.4490 = ag?

1<k<6

max {of } = 03333 = o

1<k<6

Vehicles without the camouflage net basically do not have any stealth ability under the
vegetation background. Therefore, the camouflage net has an important role in improv-
ing the camouflage ability of the car.

4.4 Result interpretation

It can be seen from the experimental results in the comparative condition of multiback-
ground or multiobjective objects that when given a camouflage strategy, the method can
give the camouflage performance of the camouflage strategy in different backgrounds,
and then it can determine the order of different camouflage strategies. It can be qualita-
tively given through hierarchy or quantitative evaluation through the results of compre-
hensive decision measures.

However, the method still has obvious disadvantages. First, the comprehensive evalu-
ation method establishes a decision index system through multifeature description. It
ignores the characteristic bands of spectral curves but only gives quantitative results,
while the reconnaissance method is only for some characteristic bands. Second, the
result of the method is only a comparison result under different conditions, which
obtains the order of target, and target,, but cannot judge the level of target, and target,
alone or the degree of reliable camouflage of the whole band.

Figure 3 shows the comparison of the spectral curves of camouflage net and black car
under the four backgrounds of spruce, wutong, grassland and cement. It can be seen that
the camouflage net has higher similarity with the spectral curve of vegetation compared

N
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2 2
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Fig. 3 Comparison plots of spectral curves of camouflage nets and vehicles in different backgrounds
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with the car. It has a certain camouflage effect on the visible and near-infrared bands of
the spectral dimension of hyperspectral images, but there are obvious characteristic dif-
ferences in the transition period (reflected in the band range between 650 and 750 nm).
Intuitively, the spectral similarity of spruce background is better than the other three
backgrounds, which is basically consistent with the results of comprehensive evaluation.

5 Conclusion

The goal of this article is to establish a camouflage-effect evaluation method for camou-
flage targets, in which we use a grayscale clustering method based on multiple hyper-
spectral similarity features. Experiments proved that this method has strong reliability,
not only because it can qualitatively give the “excellent” and “bad” of the camouflage
effect, but also because of the quantitative comprehensive scores of the camouflage
effect, which we can compute by the model. Among them, we improved the weight con-
struction of the Delphi method and used a gray clustering comprehensive evaluation
method based on the whitening weight function, which are two key points for grayscale
clustering. Despite this, more information on both targets and background is more fun-
damental in all evaluation systems. Therefore, introducing more spectral indicators may
be the development direction of camouflage evaluation based on hyperspectral images
in the future.
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