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Abstract 

Due to its low latency and energy consumption, edge computing technology is 
essential in processing multi-source data streams from intelligent devices. This article 
investigates a mobile edge computing network aided by wireless power transfer (WPT) 
for multi-source data streams, where the wireless channel parameters and the charac-
teristic of the data stream are varied. Moreover, we consider a practical communication 
scenario, where the devices with limited battery capacity cannot support the execut-
ing and transmitting of computational data streams under a given latency. Thus, WPT 
technology is adopted for this considered network to enable the devices to harvest 
energy from the power beacon. In further, by considering the device’s energy con-
sumption and latency constraints, we propose an optimization problem under energy 
constraints. To solve this problem, we design a customized particle swarm optimiza-
tion-based algorithm, which aims at minimizing the latency of the device processing 
computational data stream by jointly optimizing the charging and offloading strate-
gies. Furthermore, simulation results illustrate that the proposed method outperforms 
other benchmark schemes in minimizing latency, which shows the proposed method’s 
superiority in processing the multi-source data stream.

Keywords:  Mobile edge computing, Wireless power transfer, Particle swarm 
optimization, Multi-source data stream

1  Introduction
In the era of the Internet of Things (IoT) [1–4], there will be numerous intelligent 
devices connected to various communication systems, such as intelligent vehicles and 
unmanned aerial vehicle (UAV) [5–7]. However, intelligent devices are constrained by 
energy and latency during executing and transmitting multi-source data streams, fre-
quently due to the material and size limitations of the intelligent devices themselves, as 
well as the requirements for device response efficiency [8–11]. Currently, this new pat-
tern’s critical research focuses on minimizing intelligent devices’ energy consumption 
to prolong their lifetime, while ensuring the devices can handle as many computational 
data streams as possible to maintain the material and size constraints of the original 
devices [12–14].

Recently, cloud computing has been proposed to reduce the latency of devices to a cer-
tain extent, but the large amount of data stored in the cloud has increased the damage 
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of information leakage [15, 16]. Mobile edge computing (MEC) network, also known 
as a multi-access edge computing network, is proposed to assist computation by set-
ting computing access points (CAPs) in the edge network, which significantly reduces 
the latency of the devices [17–19], and obviously increases the intelligent device’s life-
time. A pivotal aspect in MEC networks is the offloading strategy, which decides how 
much of the computational data stream amount the devices shall delegate to the CAP 
via the wireless channel. In this direction, the authors in [20] improve the total compu-
tational efficiency of the devices by jointly optimizing local and data computation, the 
authors in [21] design a mobile offloading scheme based on reinforcement learning to 
optimize the computational power of the devices, and the authors of [22] studied a static 
system environment and obtained a static offloading strategy. However, for the dynamic 
environment, the channel parameters or the number of computational data streams of 
the devices may change. Then the problem of obtaining an optimal offloading ratio in 
a dynamic environment is raised. The authors in [23, 24] employed a deep Q-network 
(DQN) method to search for the optimized offloading strategy of the MEC network. 
Although DQN is highly adaptable to handle a variety of problems, its convergence is 
often not guaranteed, due to its significant training time and accompanied overestima-
tion problems. To solve this problem, the authors of [25] adopted a convergence speed 
algorithm named particle swarm optimization (PSO) algorithm. Among the most robust 
algorithms in intelligent algorithms, the PSO algorithm does not require convexity and 
derivatives of the problem and has a fast convergence rate. The PSO algorithm can opti-
mize the model quickly and is motivated by the birds’ ingestion behaviour and imitates 
this behaviour. The spatial optimization issue is similar to a bird’s communication space, 
where every bird is regarded as a particle and represents the viable solution to this case.

A critical issue for MEC networks is energy consumption, which determines how 
long devices can work. In some previous work studying MEC networks, for example, 
the authors in [26] adopted the energy consumption threshold as a constraint. How-
ever, the threshold was usually fixed as a constant, which needed to be improved. At this 
time, wireless power transfer (WPT) is proposed. The crucial thought behind WPT is 
to enable energy devices, such as power beacons (PBs), which charge intelligent devices 
through radio frequency (RF) signals [27]. However, WPT or MEC could not simultane-
ously overcome energy and latency constraints, which motivates us to integrate these 
two proposed technologies.

To this date, there are numerous types of research on the integration of WPT and 
MEC. For instance, in [28], the authors presented to consider energy harvesting (EH) in 
the MEC network to improve the battery energy queue. In contrast, a dynamic compu-
tational offloading algorithm optimizes the system’s performance. In [29], the authors 
studied a nonorthogonal multiple access (NOMA)-assisted WPT–MEC network with a 
nonlinear EH model that maximizes the computational energy efficiency (CEE) of the 
system by optimizing a sequence of critical factors in the network. To satisfy the energy 
consumption requirements of the devices, the authors in [30] considered the PB’s pro-
cess of WPT to the devices as an excitation and provided an offloading strategy. The 
WPT can effectively satisfy the requirements of intelligent devices while extending 
the battery life of the devices. This article outlines the current status of methods for 
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offloading to the CAP in MEC and WPT. In [31], the authors proposed a wireless-pow-
ered MEC network architecture that adopted device-to-device (D2D) communication 
across heterogeneous networks (HetNets), allowing to offload part of the computational 
data streams to CAPs, and proposed an offloading decision.

Thus, the combination of WPT and MEC can provide a better simulation of latency, 
energy consumption or energy efficiency (EE) in a realistic environment. However, the 
above literature only partially considers the latency minimization problem in a latency-
sensitive dynamic WPT–MEC network. Therefore, it is essential in the present time and 
motivates our investigation.

1.1 � Contribution

This paper studies a WPT-assisted MEC network that contains multi-source data 
streams. In each time slot, the wireless channel parameters and the characteristics of the 
data stream are varied. We consider a practical communication scenario where devices 
with limited battery capacity cannot support the executing and transmitting of compu-
tational data streams within a specific latency. Therefore, this MEC network uses WPT 
to allow devices to obtain energy from the PB. Considering the devices’ energy con-
sumption and latency constraints, we propose a constrained optimization problem. To 
solve this problem, we design a PSO-based algorithm to minimize the device’s latency in 
processing computational data streams by jointly optimizing the charging and offload-
ing strategies. Simulation results indicate how the proposed method is superior to other 
benchmark methods in minimizing the system latency, which illustrates the method’s 
superiority in handling multi-source data streams.

1.2 � Structure

The remaining of this paper are depicted in the following sections. After the Introduc-
tion of Sect. 1, Sect. 2 presents the system model of the WPT-assisted MEC network. 
Then, Sect. 3 proposes a constrained optimization problem about the system’s latency 
by jointly optimizing the charging and offloading strategies. Section 4 introduces a PSO 
algorithm-based scheme to optimize the system’s latency. Experimental simulation 
results are provided in Sect. 5 to demonstrate the effectiveness of the proposed method. 
In Sect. 6, conclusions are delivered.

2 � System model
Figure 1 depicts a system model of a WPT-assisted MEC network consisting of a CAP, a 
PB, and K devices denoted as Uk | 1 ≤ k ≤ K  . Specifically, the CAP comprises a signal-
receiving base station and an edge computing server, which can serve multiple devices 
simultaneously. In addition, each device has a rechargeable battery, and each device con-
sists of three units: an EH unit, a computation unit, and a communication unit. We assume 
these devices are connected to the PB and the CAP via different wireless channels. These 
devices initially need to obtain energy from the RF signals transmitted by the PB and then 
use the received energy to execute and transmit the computational data streams from intel-
ligent devices. In particular, we assume that the computational data streams of the devices 
and the parameters of the wireless channel are dynamic at each time slot. For each device, 
the amount of energy stored in the battery and the duration of that are constrained. In some 
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situations, devices execute the computational data streams entirely locally is not feasible. 
Therefore, it is necessary to voluntarily offload part of the computational data stream to the 
CAP, which can overcome the device’s energy consumption and latency constraints.

This paper divides a time slot duration Ŵ into two phases by the parameter α . In the first 
phase αŴ , the PB emits an RF signal through the wireless channels. Then, the devices begin 
to harvest energy and store it in the batteries. In the second phase (1− α)Ŵ , the devices 
actively offload a proportion of the computational data stream to the CAP with has more 
computational capacity fCAP , in order to process these computational data streams faster. 
Specifically, within a time slot, as the parameter α of the devices increases, the devices will 
allocate significantly more time to the EH phase to harvest more energy. Conversely, when 
the parameter α decreases, the device will pay more attention to the transmission and exe-
cution phases, even though less energy is stored in the former phase. focus on transmitting 
and executing computational data streams, although less Therefore, the parameter α is a 
significant factor impacting the system’s performance.

2.1 � EH phase

In this phase, the PB sends an RF signal to all the devices through the wireless channel with 
transmission power pt , and the continuous working time to charge of device Uk is given by

where αk denotes the duration ratio of the WPT at device Uk . We assume that 
α = [α1,α2, · · ·,αk , · · ·,αK ] denotes the charging strategy. Then, we denote harvested 
energy of device Uk as1

(1)TEH
k = αkŴ,

Fig. 1  System model of the WPT–MEC-aided multi-source data stream

1  In practical scenarios, the behaviour of devices in EH mode is frequently nonlinear [32]. Therefore, the discrepancy 
between the linear model and nonlinear operating units causes a partial performance loss in practice, which prompts us 
to contemplate the nonlinear system model in future work.
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where β ∈ (0, 1) is the energy harvesting efficiency coefficient and gk ∼ CN (0, �k) is the 
instantaneous channel parameter from the PB to device Uk.

2.2 � Transmission phase

As we presented before, part of the computational data streams at devices are offloaded 
to the CAP. Then, we denote the transmission rate from device Uk to the CAP as

where pk is the transmit power at device Uk , hk ∼ CN (0, δk) denotes the instantaneous 
channel parameter from device Uk to the CAP, σ 2 is the variance of the additive white 
Gaussian noise (AWGN) at the CAP [33–35], and bk is the wireless bandwidth at device 
Uk . In this environment, bk should satisfy the following constraint,

where the B is the total wireless bandwidth of K devices. Therefore, from (3), the trans-
mission latency at device Uk is given by

where ρk is the offloading ratio at device Uk , and dk is the size of the data stream at device 
Uk . We assume that ρ = [ρ1, ρ2, · · ·, ρk , · · ·, ρK ] denotes the offloading strategy. Moreo-
ver, for each time slot, we describe the characteristics of the variation with a prototypical 
form of the uniform distribution U(·) . Specifically, let dk ∼ U(dmin, dmax) , in which dmin 
and dmax represent the smallest and largest value of the computational data stream of the 
devices, respectively. In further, we can write the transmission energy consumption as

2.3 � Execution phase

We continue computing the latency and energy consumption of data stream execution at 
devices and the CAP. Note that the devices start to computational data streams offloading 
and local computational data streams calculating simultaneously after the WPT is com-
pleted. The latency and energy consumption locally calculated at device Uk are

(2)EHk = βpt
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where fk and ξk denote the computational capability and energy consumption coeffi-
cients of the processor chip locally at device Uk , respectively.

The execution latency of the computational data stream at the CAP from device Uk is 
given by

From (3)–(9), we can write the latency after WPT at device Uk as

Excessive latency in a specific environment with high latency sensitivity leads to severe 
problems. For example, someone requires his device to react rapidly in some situations. 
For this considered network, excessive latency causes the device to be unable to com-
plete its work, resulting in accidents. Therefore, latency reduction is the target problem 
of the optimization issue in this case. Analogously, we can obtain the total energy con-
sumption at the device Uk

The system also considers a computational data stream feedback phase in the practice 
scenario. Nevertheless, this phase’s computational data stream size is smaller than the 
transmission phase, and the CAP has a more powerful signal-transmitting capability. 
Therefore, the latency of this phase is generally minimal, and the CAP has continuous 
energy replenishment. Consequently, we ignore the feedback latency and energy con-
sumption in this phase.

3 � Problem formulation
In this work, we focus on minimizing the system’s latency in this WPT–MEC network of K 
devices, which is given by

The system’s latency is maximal over K devices since the devices process computational 
data streams in parallel.

Based on this, we focus on minimizing the system’s latency by jointly optimizing the 
charging and offloading strategies of the devices in the WPT–MEC system within the linear 
EH model. Hence, we formulate the latency minimization problem of this network as

In this problem, C1 means that the harvested energy of device Uk EHk during the EH 
phase must exceed its energy consumption during the transmission phase and the exe-
cution phase. Note that each device does not necessarily use all its harvested energy at 

(9)TCAP
k =

ρkdk

fCAP
.

(10)Tk = max
{

T local
k ,T trans

k + TCAP
k

}

.

(11)Ek = Elocal
k + Etrans

k .

(12)Ttotal = max {T1,T2, · · ·,TK }.

(13)

min
{ρ,α}

Ttotal

s.t. C1 : Ek ≤ EHk , ∀k ∈ K ,

C2 : Tk < Ŵ − TEH
k , ∀k ∈ K ,

C3 : 0 ≤ ρk ≤ 1, 0 ≤ αk ≤ 1, ∀k ∈ K .
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the end of each time slot, then the remaining energy will be gathered in the battery. Con-
straint C2 guarantees that the total time spent by each device in the transmission phase 
and the execution phase do not exceed the time remaining of the system after the EH 
phase. Constraint C3 ensures that the WPT duration of device Uk should not exceed 
the total time of a time slot, and the size of the offloaded computational data streams 
of device Uk are not larger than the total number of computational data streams in that 
time slot, respectively.

Due to the maximum operation and derivative operation of the offloading ratio ρ 
and the duration ratio of the WPT α can make the traditional methods challenging to 
implement. In this article, we use a PSO-based algorithm to improve the offloading and 
charging strategies in the considered system. Among the most robust algorithms in the 
intelligent algorithms, the PSO algorithm does not require convexity and derivatives of 
the problem and has a fast convergence rate. In the next, we will introduce the imple-
mentation of this algorithm.

4 � System latency minimization‑based PSO
4.1 � PSO algorithm

Within this model, we optimize the offloading and charging strategies of the system 
latency considered by using the PSO-based algorithm. The PSO algorithm is a swarm 
intelligence algorithm, meaning that although the individuals in the swarm are not intel-
ligent, the whole swarm behaves as intelligent behaviour. The process of solving the 
constrained optimization problem by the PSO algorithm is similar to the behaviour of a 
swarm of birds foraging in an environment full of traps through collaboration and infor-
mation sharing among the individuals in the swarm.

In the PSO algorithm, we assume that there are J particles in the particle swarm. Gen-
erally, the choice of the number of particle swarms depends on the complexity of the 
optimization problem. The larger the number of swarms, the larger the search space and 
the faster the convergence, but it also increases the computational complexity. There-
fore, it is reasonable to make a balance when considering the number of swarms for an 
optimization problem. Since the number of swarms used should be proportional to the 
complexity of the optimization problem, while more swarms are needed to solve more 
complex problems. Additionally, the number of swarms should be considered to the 
available computing resources, as more swarms require more computing power. The 
number of particle swarms can generally be adjusted from 10 to 200 to obtain better 
optimization results. When the swarm size increases to a certain level, a further increase 
will no longer have a significant effect [36].

Each particle includes two important attributes: position P and velocity V  .  
At each time slot, we assume that Pi

j  and V i
j  denote the position and velocity of the 

jth particle at the ith iteration, respectively, where Pi
j = {ρ1, · · · , ρK ,α1, · · · ,αK } 

denotes as a group of solutions of the constrained optimization problem (13), 
V i
j = {∇ρ1, · · · ,∇ρK ,∇α1, · · · ,∇αK } denotes the position increment of the jth parti-

cle when it moves from the i − 1 th iteration to the ith iteration. Note that the veloc-
ity V  does not represent the distance the particle moves per unit of time. Instead, it 
means the distance and direction the particle will move to the next iteration, which 
is a position vector. As shown in Fig. 2. Therefore, the Pi

j  is updated by
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where V i
j  is given by

In (15), the first term ωiV
i−1

j  denotes the inertia of particle position update, and ωi is 
the inertia factor of the ith iteration. In this paper, we design a dynamic inertia factor ω 
update method in purpose to make the PSO algorithm with higher efficiency and better 
result, which is given by

where ωmax and ωmin denote the maximum and minimum values of inertia factor ω , 
respectively, i and imax denote the current and maximum number of iterations, respec-
tively. As the number of iterations i increases, the inertia factor will gradually decrease 
from ωmax to ωmin , and the particle swarm will first exhibit a broad global search and 
then gradually become a detailed local search. When ω=0, the particle would lose the 
ability to consider its last experience.

The second and third parts c1ξ1
(

pbestj − Pi−1

j

)

+ c2ξ2

(

gbest − Pi−1

j

)

 represent the 

update of particle positions in relationship to their owns experience and cooperation 
with other particles in the swarm, respectively, where c1 and c2 are two acceleration fac-
tors, which indicate the extent of position of the next step originates from the local and 
global proportions, respectively. When c1 = 0 and c2  = 0 , the current particle position 
update depends only on social experience, not on its exploration. Conversely, when 
c1  = 0 and c2 = 0 , the current particle position update depends on its exploration, not a 
social experience. In addition, when c1 = 0 and c2 = 0 , the particle only relies on the 
momentum of the initial velocity to update its position, which is unable to complete the 
exploration correctly. Conversely, when c1  = 0 and c2  = 0 , the current particle cannot 
only update its position with its exploration results but also cooperate and share infor-
mation with other particles in the swarm. Meanwhile, it should be noted that when the 
values of c1 and c2 are oversized, the speed of the particles will be fast. There is a distinct 

(14)Pi
j = Pi−1

j + V i
j ,

(15)
V i
j =ωiV

i−1

j + c1ξ1

(

pbestj − Pi−1

j

)

+ c2ξ2

(

gbest − Pi−1

j

)

.

(16)ωi = ωmax − (ωmax − ωmin)
i

imax
,

Fig. 2  Particle velocity update
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possibility that the particles will cross the optimal global solution. In contrast, when the 
values of c1 and c2 are undersized, the speed of the particles will be slow, and the algo-
rithm will be more likely to drop into the local best solution.

Moreover, ξ1 and ξ2 are random numbers between 0 and 1, increasing the algorithm’s 
randomness and preventing the algorithm from falling into the local optimum as pos-
sible. pbestj and gbest indicate the optimal solution position of the jth particle and the 
optimal solution position of the population until the current iteration, respectively. Note 
that the fitness function of PSO will be typified by Ttotal . After imax rounds, the global 
optimum at gbest shall constitute the eventual result for this algorithm.

To summarize the above, we minimize the latency Ttotal by jointly optimizing the off-
loading strategy ρ and the charging strategy α by applying the PSO algorithm. Because 
of the randomness, adaptability, intelligence and memory of the PSO algorithm, our pro-
posed method can also be applied to other noisy environments. For example, Poisson 
noise. In Algorithm 1, we summarize this process.

4.2 � Complexity analysis

We summarize the computational complexity of the proposed method. Computational 
complexity is one of the critical indicators of a good algorithm. The algorithm’s perfor-
mance deteriorates when the computational complexity is more significant, while the 
algorithm’s performance is improved when the computational complexity is smaller. The 
PSO algorithm has J particles, and the maximum number of iterations is imax . We assume 
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that I = imax and the algorithm goes through a total of T time slots. Thus, the relevant 
calculation complex is approximate O(I × T × J ) , in which the PSO algorithm performs 
somewhat better as the number of particles and the number of iterations increases.

We summarize notations mentioned above in Table 1.

5 � Simulation results
This section describes the simulation results to demonstrate the effectiveness of the pro-
posed PSO algorithm-based offloading and charging strategies.

5.1 � Parameter setting

If not specified, we assume the wireless channels experience the Rayleigh fading model 
[37–40], the average channel gains � and δ are set up as 1 for all devices. Moreover, the 
number of devices is fixed to 5, and the size of the computational data stream at device 
Uk is set as dk ∼ U(dmin, dmax) , where dmin = 10Mb and dmax = 20Mb. The total time 
slot is set to 100, where the duration of a time slot Ŵ is set to 20  s. In further, we set 
the total wireless bandwidth of devices to 20MHz and use an equal bandwidth-sharing 
model. The transmit power at each device and the variance of the AWGN are set to 1W 
and 0.01, respectively. Furthermore, we set the computational capacity at the CAP fCAP 
to 10MHz. In the EH phase, the energy harvesting efficiency coefficient β is 0.88, and 
the total RF transmit power at the PB is 27dBw. In addition, for the PSO algorithm, the 
number of swarm particles is 20, the two acceleration factors c1 and c2 are both set to 
0.4, and the maximum and minimum values of the inertia factor are set to 0.9 and 0.4, 
respectively. We summarize the above parameter settings in Table 2.

5.2 � Simulation results

We will evaluate the proposed method against the following two benchmark schemes: 
(1) local computing scheme: all devices perform local computational data streams with-
out offloading; (2) fully offloading scheme: all devices offload their computational data 
streams to the CAP. Note that both directions also need to be performed under the con-
strained conditions C1–C3.

Figure 3 illustrates the convergence of the proposed method for the different number 
of devices with increasing iterations, where the number of devices K ranges in [4, 6] and 
the iterations changes in [1, 100] . From Fig. 3, we can observe that for different number 
of devices, the system latency initially decreases as the number of iterations increases, 
and then converges to a certain value. Specifically, the system latency with 4 devices 
decreases from approximately 2.24–2.19, correspondingly, the system latency with 5 
devices decreases from about 2.38–2.29, and the system latency with 6 devices decreases 
from approximately 2.47–2.37. Moreover, we can find that the system latency increases 
as the value of K increases. This is because more devices increase the communication 
burden of the system. In further, we notice that the system latency can converge in at 
least ten iterations, demonstrating the superiority of the proposed method and adapting 
to the dynamic multi-source data stream network.

Figure 4 shows the variation of latency in the system for three schemes, in which 
the number of devices increases from 4 to 8. As shown in Fig.  4, we observe the 
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latency of the proposed system grows with the increasing number of devices, because 
more devices put more burden on the system in communication. Specifically, in for-
mulation (12), since we assume that the system latency is the maximum latency value 
between K devices, smaller latencies will be ignored. Moreover, the proposed method 
outperforms the other schemes. For example, the system latency of the local comput-
ing scheme ranges from 4.7 to 5.4, while the system latency of the fullying offloading 
scheme ranges from 2.4 to 3.5. By comparison, the system latency of the proposed 
method varies from 2.1 to 2.6. The proposed method is numerically better than both 
other schemes with the lowest growth rate.

Table 1  NOTATION LIST

Notation Definition

K Number of devices

Uk kth device

Ŵ Duration of a time slot

αk Duration ratio of the WPT at device Uk
β Energy harvesting efficiency coefficient

pt Transmission power at the PB

gk Wireless Channel parameter from the PB to device Uk
ρk Offloading ratio at device Uk
rk Transmission rate from device Uk to the CAP

bk Wireless bandwidth allocate to device Uk
B Total wireless bandwidth at devices

pk Transmit power at device Uk
hk Wireless channel parameter from device Uk to the CAP

dk Amount of the computational data stream at device Uk
fk Computation capability at device Uk
ξk Energy consumption coefficient of

the processor chip locally at device Uk
fCAP Computation capability at the CAP

U(·) Uniform distribution

dmin The smallest value of the computational data stream

dmax The largest value of the computational data stream

Tk Latency after WPT at device Uk
Ek Energy consumption at device Uk
T transk

Transmission latency at device Uk

Etransk
Transmission energy consumption at device Uk

E localk
Device Uk ’s calculated energy consumption at local

T localk
Device Uk ’s calculated latency at local

TCAPk
Calculated latency at the CAP

T EHk
Charge latency at device Uk

EHk Harvested energy at device Uk
Ttotal System latency

J Number of particles

Pi
j

The position of the jth particle at the ith iteration

Vi
j

The velocity of the jth particle at the ith iteration

ω Inertia factor

pbestj Optimal position at particle j

gbest Optimal position at swarm
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Figure  5 depicts the system latency versus the total communication bandwidth, 
in which the total system communication bandwidth increases from 20  MHz to 
40  MHz. As illustrated in Fig.  5, we can see that when the total system bandwidth 
increases, the system latency of the fullying offloading scheme and of the proposed 
method show a decreasing trend. This is because the increase in the total system 
bandwidth results in more bandwidth allocated to each device, decreasing the com-
putational data stream transmission latency, which facilitates reducing the computa-
tional data stream’s transmission energy overhead. Specifically, the system latency of 
the proposed method varies from about 2.3 to 2.1, and the system latency of the ful-
lying offloading scheme varies from about 2.7 to 2.2, which shows that the impact of 

Table 2  Parameter setting

Parameter Value

Average channel gain from the PB to devices gk 1

Average channel gain from the devices to the CAP hk 1

Transmit power at devices pk 1 W

Duration of a time slot Ŵ 20 s

Energy harvesting efficiency coefficient β 0.88

Transmit power at the PB pt 27 dBw

Total wireless bandwidth B 20 MHz

Computation capability at the CAP fCAP 10 MHz

The smallest value of the data stream dmin 10 Mb

The biggest value of the data stream dmax 20 Mb

Inertia factor ωmax 0.9

Inertia factor ωmin 0.4

Total time slot T 100

Variance of the AWGN at the CAP σ 2 0.01

Number of swarm particles J 20

Acceleration factors c1 and c2 0.4, 0.4

Fig. 3  Convergence of the proposed method
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the increase in total system bandwidth on the fullying offloading scheme is more sig-
nificant than that of the proposed method. This is because the proposed method will 
reserve part of the computational data streams for local computing as necessary, but 
the fullying offloading scheme will completely offload the computational data streams 
to the CAP. In contrast, the local computing scheme has no computational data 
stream transmission process. Thus, the system latency of the local computing scheme 
remains unchanged. Among the three schemes, the proposed method always has the 
best system latency, which also indicates the effectiveness of this proposed scheme.

Figure  6 depicts the system latency versus the smallest value of the computa-
tional data stream, which increases from 2 to 10. According to results in Fig.  6, we 
can find that the system latency increases as the smallest value of the computational 
data stream increases. Specifically, the system latency of the local computing scheme 

Fig. 4  System latency versus the number of devices

Fig. 5  System latency versus the total communication bandwidth
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ranges from 4.4 to 5, while the system latency of the fullying offloading scheme ranges 
from 2.2 to 2.8. By comparison, the system latency of the proposed method varies 
from 2.1 to 2.3. This is because larger computational data streams impose a bigger 
computational and energy consumption burdens at devices. From Fig. 6, we also note 
that the proposed method invariably outperforms other schemes regarding system 
latency because this method effectively utilizes the computation capability of both 
the local and the CAP. Specifically, as the computational data stream increases, our 
proposed method can help the device transfer part of the computational data stream 
to the CAP for computation when the channel conditions are favourable, which 
makes its system latency comparable to the fullying offloading method. Our proposed 
method will compute locally when the channel conditions are unfavourable, making 
its system latency comparable to the local computing method. Therefore, our pro-
posed approach is always superior to the other two approaches, which can be consid-
ered as exceptions to the proposed method.

Figure 7 delineates the relation between the system latency and the computational 
capability at the CAP. From the results in Fig.  7, we can witness that the system 
latency of the fullying offloading scheme and the proposed method show a decreasing 
tendency as the computational capability at the CAP increases. Specifically, the sys-
tem latency of the fullying offloading scheme ranges from 4.4 to 1.6, while the system 
latency of the proposed method varies from 3.8 to 1.4. The increasing computational 
capacity of the CAP leads to a more efficient execution of computational data streams 
by the CAP, reducing the system latency. The local computing scheme’s line remains 
unchanged due to the lack of a transmission phase for the computational data stream 
in this scheme. Among the three schemes, the system latency of the proposed method 
is always better than the other two, which further demonstrates the method’s validity.

From Fig. 3, 4, 5, 6 and 7, we can summarize the proposed method, which jointly opti-
mizes the offloading and charging strategies, efficiently minimizes the system latency, 
assisting in processing multi-source data streams from intelligent devices for the consid-
ered network.

Fig. 6  System latency versus the smallest value of the computational data stream
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6 � Conclusion
This paper investigated a MEC network aided by WPT, which incorporated multi-
source data streams. The device’s wireless channel parameter and characteristic of the 
data stream varied in each time slot. Moreover, we considered a practical communica-
tion scenario, where the devices with limited battery capacity could not support the 
executing and transmitting of computational data streams within a given latency. Thus, 
WPT was adopted for this MEC network to allow the devices to harvest energy from 
the PB. Considering the device’s energy consumption and latency constraints, we pro-
posed a constrained optimization problem. To solve this problem, we designed a cus-
tomized PSO-based algorithm which minimized the latency of the device processing 
computational data stream by jointly optimizing the charging and offloading strategies. 
Simulation results illustrated that the proposed method outperformed other benchmark 
schemes in minimizing latency, which illustrated the proposed method’s superiority in 
processing the multi-source data stream.
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