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Abstract 

The purpose of image composition is to combine the visual elements of different 
natural images to produce a natural image. The performance of most existing image 
composition methods drops significantly when they solve multiple issues, such as 
image harmonization, image blending, shadow generation, object placement, and 
spatial transformation. To address this problem, we propose a multitask GAN for image 
compositing based on spatial features, aiming to simultaneously address the geomet‑
ric and appearance inconsistency. We use three related learning objective functions 
to train the network. Moreover, a new dataset including 7756 images with RoI region 
annotations is contributed to help evaluate the multitask image compositing results. 
Extensive experiments demonstrate that our proposed method is effective on our 
dataset.

Keywords:  Image composition, Generative adversarial network, Multitask, Spatial 
features

1  Introduction
Image composition is the task of combining regions from different images to form a 
realistic composite image. It has a wide range of applications such as augmented reality, 
artistic creation, and e-commerce. However, due to the different resources of the source 
and target images, the geometric inconsistency and appearance inconsistency will cause 
the composite image to look disharmonious, which will lead to the degradation of its 
image quality.

There are many problems to be solved for geometric inconsistency and appear-
ance inconsistency. As every problem could be very challenging, many efforts have 
been proposed to solve them. Image harmonization [1–3] aims to make the compos-
ite image look more harmonious. The usual strategy is to adjust the color and illu-
mination statistics of the source object according to the composite target image to 
make it compatible with the composite target image. For appearance inconsistency, 
image blending [4, 5] aims to solve the issue of the discordant boundary between 
foreground and background. Shadow or reflection generation [6–8] targets generat-
ing plausible shadow or reflection for the source target based on the context. For 
geometric inconsistency, many methods have been proposed for object placement 
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and spatial transformation. Object placement [9, 10] aims to translate and resize the 
source image, and spatial transformation [12, 13] aims to transform the foreground 
on a more complicated level such as perspective transformation.

Image composition has so many issues to be solved that some researchers focus on 
only one or two issues. We hope to solve multiple issues simultaneously and generate 
realistic and plausible images. At present, various GAN-based methods based on the 
original model [14] have been widely used in style transfer, semantic segmentation, 
image superresolution, image synthesis, etc. For image composition, many GAN-
based approaches have been proposed in object placement [12, 15], image blend-
ing [4], source object generation [16], and image harmonization [17]. Inspired by 
the successful research, we propose a deep adversarial model, multitask GAN (MT-
GAN) for image composition, which can generate realistic and plausible composite 
images, and address the geometric and appearance inconsistency simultaneously. 
Moreover, we introduce a geometric consistency network for geometric alignment 
and a spatial feature extraction network for performance enhancement.

As far as we know, there is no unified benchmark dataset for image compositing. 
The reason is that it is easy to obtain a large number of composite images by simply 
superimposing the source image on the target image, but these arbitrary composite 
images look unreal. Since manually adjusting the compositing results to make them 
look like the natural image is labor-intensive, time-consuming, and unreliable, many 
works use segmentation datasets [18–21] with annotated masks. Some efforts con-
struct real-world dataset [22], synthetic real dataset [1], and rendered dataset [6, 23] 
for image harmonization or shadow generation. Therefore, we construct a multitask 
image compositing dataset where both the background image and the ground truth 
image are derived from natural images

In summary, the prime contributions of our work are as follows:

•	 We propose an effective and robust multitask GAN model trained for image 
compositing using spatial features. It can solve the geometric consistency and 
appearance consistency issues simultaneously. The proposed MT-GAN contains 
three different but related learning objectives that can alternatively assist each 
other to obtain better compositing results. A geometric consistency network and 
a spatial feature extraction network jointly assist the adversarial learning back-
bone for performance enhancement.

•	 We contribute a new dataset with RoI region annotations that can evaluate the 
multitask GAN. As we know, it is the largest dataset for evaluating multitask 
image synthesis algorithms. It can provide the ground truth of composite images 
from natural images for geometric consistency research, which is lacking in the 
existing datasets.

The rest of this paper is organized as follows. Section 2 introduces the related work. 
Our materials and methods are proposed in Sect.  3. In Sect.  4, we introduce the 
experimental results of the dataset. Finally, the conclusion is discussed in Sect. 5.
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2 � Related work
Methods for image composition mainly address two issues: geometric consistency and 
appearance consistency.

2.1 � Geometric consistency

Geometric consistency aims to address the irrationality of the size, location, and shape 
of the source object in the task of image composition. It is an important issue for image 
compositing, and many works have been proposed on this task. STN [24] applies the 
perspective transformation to a deep learning network, so that the network can learn 
the geometric variations parameters of perspective transformation. Since it is difficult 
to obtain the corresponding ground truth of the composite image required in training, 
many studies [12, 25, 33] combine STN with a GAN network, and use the discriminator 
network in GAN to identify whether the composite image is real. Following the afore-
mentioned methods, we propose a generative-based approach to address the geometric 
consistency.

2.2 � Appearance consistency

The goal of appearance consistency is to pursue color, texture, and context consistency. 
There are many efforts for this task, for example, image harmonization, image blend-
ing, and shadow generation. Some image blending works [4] [148,170] utilize the deep 
learning network that can smooth the transition over the boundary and reduce the color 
and texture discrepancy between the source object and target image. For harmonization, 
Tsai et al. [3] proposed a CNN network with a context decoder and a semantic decoder 
to produce harmonized images. Cun et al. [2] design a spatial-separated attention mod-
ule, aiming to learn regional appearance differences for image harmonization. Dovenet 
[1] proposes a domain verification discriminator in a basic GAN network. Shadow GAN 
[8] uses a local discriminator and a global discriminator to generate the shadow, and 
ARShdow-Gan [6] utilizes an attention-guided residual network for object shadow and 
reflection generation. SSN [7] proposes an interactive soft network to generate soft 
shadows that can be adjusted by users. So we propose a generative network to achieve a 
composite image with relatively consistent color, texture, and realistic shadow/ reflection 
simultaneously.

However, most of the geometric consistency works are more focused on variation, 
ignoring the appearance consistency issues such as color and lighting. Existing appear-
ance consistency methods attempt to solve one issue or multiple issues separately. Each 
research direction diverges from image composition to solve different issues, without a 
unified network to address all the issues in image composition. This may increase the 
difficulty to composite realistic images. To sum up, there are many issues to be solved to 
obtain a realistic composite image. Thus, we propose an effective and robust multitask 
GAN model trained for image compositing that can solve the geometric and appear-
ance inconsistency simultaneously. Moreover, we conduct a multitask dataset that can 
provide the ground truth of composite images from natural images for geometric and 
appearance consistency research, which is lacking in the existing datasets.
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3 � Materials and methods
The proposed multitask compositing network contains three components: the geo-
metric consistency network (GCN) is designed to align source objects with target 
images for geometric consistency. The spatial feature extraction network (SFEN) 
changes target data from 3 channels to 1 channel, reducing the amount of data fed to 
the generated network and improving the training efficiency. On the other hand, in 
the input data of the network, the proportion of the source object and target image 
data increases, which improves the effectiveness of the source object. The multitask 
GAN for image composition (MT-GAN) takes the source object and target image 
together as input and generates realistic compositing results. Figure 1 shows our pro-
posed framework. The details of our framework will be introduced in the following 
sections. In Table 1, we list the symbols used in this paper and their representations.

Fig. 1  The architecture of our multitask GAN for image composition based on spatial features

Table 1  Related mathematical symbols and their representation

Symbol Representation

Is Source object

It Target image

Icon Concatenated Is and It

I
′

s
Is geometrically aligned with It

I
′

t
Output of spatial feature extrac‑
tion network (SFEN)

Iin Input data concatenating I
′

t and I
′

s

Ig Output data of generator

Icom Compositing image

Ireal Ground truth image

Ig Output data of generator

Lfinal Final objective

LA Adversarial loss

LC Compositing loss

LR RoI consintency loss
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3.1 � Geometric consistency network

Firstly, before adjusting the color of the source object, the size and position are adjusted 
by the geometric consistency network (GCN) to align with the target object. We con-
sider appropriately deforming the foreground so that Is can learn the deformation of It . 
Therefore, the subsequent network can generate results with better geometric consist-
ency with its assistance. Given an RGB target image It ∈ R

H×W×3 and a source image 
Is ∈ R

H×W×3 , we form the input Icon ∈ R
H×W×6 by concatenating them, where H and 

W are image dimensions. Then, we use the spatial transformer network (STN) [24] 
to achieve a source image I ′s geometrically aligned with the target image. The aligned 
I
′

s = GCN (Is) is prepared to be fed to the subsequent network for compositing.

3.2 � Spatial feature extraction network

We introduce a spatial feature extraction network (SFEN) to enhance performance. The 
source object and target image are both 3 × 256 × 256. The target image provides spatial 
information for the source object. On this basis, it helps the network generate shadows 
and adjust the color of the generated foreground. The spatial position and size of the 
generated foreground are more important than color and shadow. Thus, we extract the 
spatial features of the target images before feeding the data to the backbone network. 
We use a lightweight network to convert the original three channels into one channel. 
Then, the target data becomes 1 × 256 × 256. We express this process as I ′t = SFEN (It) . 
Afterward, we concatenate the target data of channel 1 with the source data of channel 3 
and feed them to the subsequent GAN network. In this way, on the one hand, the SFEN 
can extract the spatial information of the target images. On the other hand, the amount 
of background data is reduced by 2/3, which makes the backbone network pay more 
attention to foreground data and generate better composite images. By increasing the 
proportion of source data, the network can focus on the source object during training. 
During the training process, a clearer source object can be generated with fewer epochs 
after increasing the proportion of source data.

Network configuration Before feeding to the network, the input data size is adjusted 
to 256 × 256. The SFEN contains two convolution layers and two fractionally stridden 
convolution layers(fsconv). The details of the architecture are shown as follows: conv1(3, 
64, 4, 2, 1)-conv2(64, 128, 4, 2, 1)-fsconv1(128, 64, 4, 2, 1)-fsconv2(64, 1, 4, 2, 1). The 
number in each parenthesis indicates the channel of input and output, kernel size, stride, 
and padding. Each convolution layer is filled with padding to ensure the correct output 
size. All convolutional layers are followed by a batch-normalization layer and a Leaky-
ReLU layer. The final fractionally stridden convolution layer uses a Tanh layer as an acti-
vation function.

3.3 � Muti‑task GAN for image composition based on spatial features

We utilize a generative adversarial network (GAN) as our backbone to learn the function 
from the original source object and target image to a realistic compositing image.

We concatenate the I ′s and the I ′t to the generator G, and generate the composite image 
Icom , where the input of GAN is 4 × 256 × 256. The first three channels are information 
related to the source image, and the last channel is to the target image. In order to highlight 
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the importance of the source data during training, the output of GAN is 4 channels, includ-
ing three channels of the generated image Ig , and another channel of mask data M. Mask 
M is used to set the background to 0 and strengthen the source image with corresponding 
shadows. The compositing image Icom can be achieved by the following equation. We do 
not set a specific ground truth for Mask M, the appropriate M can be obtained by back-
propagation. The final compositing image can be expressed as:

Our architecture of GAN is adopted by Zhu et al. [28] and it is an encoder–transformer–
decoder architecture. The encoder is used to extract the feature of the input and consists 
of three convolution layers. The transformer aims to transform the features into another 
distribution and contribute nine residual blocks [29]. Using the residual structure can 
preserve both the original input attributes and their size and shape. We also use instance 
normalization [31], following the existing work [28, 30]. In addition, the decoder restores 
the resolution to the same scale as the original input through three fractionally stridden 
convolutions.

The discriminator is an important part of the GAN network. In this task, the discrimina-
tor is mainly used to identify the authenticity of its input. Compared with the generator 
network, the network structure of the discriminator is generally much simpler. We used five 
convolution layers to build the discriminator network.

3.3.1 � Adversarial loss

We apply an adversarial loss to the network which can be expressed as:

where x = Iin and y = Ireal are samples drawn from the fake data and the real data.

3.3.2 � Compositing loss

The background of the whole image is often much larger than the foreground area so that 
the network will be greatly affected by the background during training. In order to make 
the network focus on the foreground region in the whole generation process, we add chan-
nel M as the mask of the other three channels to the output of the generative network G. 
That is, the output of G has four channels, three of which are generated image Ig . Another 
channel is the mask channel M. In addition, this can reduce the error of generating results 
obviously, because the background generated by the G network will also bring deviation. 
Through the above weighting process, the original image background can be directly used, 
which can reduce the impact of the generated background on the composite image. At the 
same time, it ensures the harmony of the composite image.

(1)Icom = M × Ig + (1−M)× It

(2)
LA = Ex∼Pdata(x)[log(1− D(G(x)))]

+Ey∼Pdata(y)[logD(y)]

(3)LC = MSE(Icom, Ireal).
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3.3.3 � RoI consistency loss

To further strengthen the network’s focus on the foreground area, we also add a loss 
function in the region of interest (RoI). We have labeled the source object and its shadow 
area in the ground truth with a bounding box. The labeled area is the area where the 
ground truth is different from the target image, which is also the core area in the train-
ing procedure. Although LA has certain constraints on the location of the source object, 
it is mainly for the whole image. So we add LR to enhance the constraint on the source 
object.

3.3.4 � Final objective

The final objective is called compositing loss, which is expressed as:

where �1 and �2 are super parameters keeping the balance of the three objectives. For 
training, we set �1 = 10 and �2 = 1 in our experiments. We use Adam solver [26] with 
the batch size of 1.

4 � Results
4.1 � Datasets and metrics

4.1.1 � Datasets

Our goal is to generate a compositing image that is close to a real image using a training 
set of aligned image pairs. One is the target image with the source object, and the other 
is the image only with the same target scene. As far as we know, in the existing image 
compositing datasets, some datasets [1] only change color without position adjustment, 
and some [12] use a discriminator network to constrain the composite image without 
the compositing ground truth. These datasets can complete the single-task image com-
positing task. In order to implement the multitask image compositing, we propose a 
dataset with both position adjustment and color adjustment. In this work, we evaluate 
MT-GAN on our proposed SHU multitask image composition dataset. The information 
about the dataset is introduced in detail next.

We introduce a new SHU multitask image composition dataset. To our knowledge, this 
is the largest dataset for multitask image composition. SHU multitask image composi-
tion dataset contains 7756 images taken indoors. The training and testing sets consist of 
3103 and 775 paired images (with and without source objects), respectively. The source 
objects are different kinds of cups, the target images are indoor scenes including tables, 
chairs, sofas, and other objects. We collect eight different cups as the source objects, 
with different colors, shapes, and appearances. For target images, we choose eight dif-
ferent scenes and collect paired images for each scene according to different heights, 
angles, and distances from the target. In addition, we collect images under two lighting 
conditions for the same scene: daylight and indoor lighting. In the same scene, the image 
without a source object is taken as the target image, and the image with a source object 
is taken as the ground truth. Then, we select an image from the ground truth and cut the 
foreground object to get the source image. Next, we label the region of the source object 

(4)LR = MSE(Rcom,Rreal).

(5)Lfinal = LA + �1LC + �2LR
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and its shadow in the ground truth images with a bounding box and store it in the label 
file. Finally, under the same lighting conditions of the same scene, 80% of the images are 
set as the training set, and the other 20% are for the test.

4.1.2 � Metrics

For different tasks, there are many evaluation methods for image compositing. In the 
case of truth value, MSE and signal-to-noise ratio (SNR) are the two most commonly 
used evaluation methods. Therefore, we have adopted two evaluation methods.

Moreover, following [27], we train a classifier as an objective evaluation, imitating a 
person to make the subjective evaluation. The classifier aims to distinguish whether an 
image is a natural image or a computer-generated image composite. Then, it gives each 
image a score in the range of 0–1. The higher the score, the more realistic the image is, 
and vice versa.

4.2 � Qualitative evaluation results

Figure 2 shows the qualitative compositing results of our approach. We can see that the 
source object and target image are basically consistent in terms of color, lighting, and 
context. Surprisingly, MT-GAN generates realistic shadows, and some of the compos-
iting results also yield reflections. Although some composite images are not the same 
as the ground truth, they do look harmonious, but not incompatible with the con-
text. The reason is that, under a single target scene, the reasonable placement and size 
of the source target are not unique, and the given real images are only a reference or a 
possibility.

There are slight differences in size, position, and shadow of the source target 
between the composite images and the ground truth, but the whole composite image 

Fig. 2  Image compositing results of one source sample and eight target samples on SHU dataset: a 
source object, b target image, c compositing image, and d ground truth: a source object, b target image, c 
compositing image, and d ground truth
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has good harmony, which is the main goal of our network. For example, in the third 
line, the observed angle of the samples has a gradient. The position of the source 
object is closer to the shooting position, and the source object appears larger than the 
real one. In the second line, the plane in the target image has a reflective effect. Our 
network can also learn this character and generates reflections on the compositing 
images.

We also exploit experiments on other source objects, and the results are reported in 
Fig. 3. Our MT-GAN achieves realistic composite images as well.

4.3 � Comparison with other methods

We compare with other deep learning-based image compositing methods. AGCP [33] 
is an adversarial geometric consistency pursuit model, using the Poisson solution algo-
rithm to perform seamless appearance harmonization. Ding et al. [34] propose a con-
ditional generative adversarial network to generate the object in the bounding box. 
DoveNet [1] aims to boost the quality of the composite image by harmonizing the fore-
ground and background. It consists of a generator and two discriminators. The generator 
uses U-Net added the attention mechanism as the backbone network. One discriminator 
is the common GAN discriminator, and another is the domain verification discriminator.

Table 2 shows the comparison with other methods on the SHU dataset. The first row 
(arbitrary composite) is the result of the composite image with an arbitrary deformed 
source object and target image. It can be seen that the geometric consistency meth-
ods, e.g., ST-GAN and AGCP, achieve better results than arbitrary composite, but 
worse than the generative-based methods in the last three rows. Our proposed MT-
GAN achieves the best results and outperforms all the baselines, which indicates the 
advantage of our multitask compositing strategy.

Fig. 3  Image compositing results of other source samples on SHU dataset: a source object, b target image, c 
compositing image, d ground truth, e target image, f compositing image, and g ground truth
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4.4 � Ablation study

4.4.1 � Effect on different key parametre

As can be seen in Fig. 4, compared with GT (ground truth), the position deviation of the 
source object is obviously large when �1 =0 and �1 = 0 . In other cases, the source object 
position is consistent with GT. Especially when �1=10 and �1 = 1 , the size, location, 
and shadow of the source object are closer to the GT, which means the better appear-
ance and geometric consistency with the real image. For quantitative evaluation, we 
study the detailed impact of each objective in our method based on investigating their 
effectiveness.

Training a model which can predict whether a given image will be judged to be real-
istic by a person are difficult, because of the prohibitive amount of manually labeled 
data. Therefore, we train a classifier as an objective evaluation. The effect of the com-
posite image can be judged by its similarity with the natural image. The higher the 
similarity, the higher the score should be. Based on this idea, we use a pre-trained 
16-layer VGG [32] network to score the similarity between composite images and real 
images. We initialize the weights on the ImageNet classification challenge and then 
fine-tune our binary classification task. The score range is 0–1, and a higher score 
means a more realistic image. More specifically, the training images are divided into 
three categories. The first category is the background images without foreground, the 
second category is the images composited with randomly deformation foreground 

Table 2  Result comparison with other deep learning-based methods for multitask image 
compositing on SHU dataset

Bold values indicate the best results

Methods MSE↓ PSNR↑ Score↑

Arbitrary composite 423.98 20.86 0.15

ST-GAN [12] 200.87 23.52 0.64

AGCP [33] 198.40 24.56 0.689

Ding et al. [34] 196.61 24.66 0.691

DoveNet [1] 92.80 27.83 0.902

MT-GAN 82.30 29.51 0.954

Fig. 4  Results testing on one sample of our approach for multitask compositing network: a source object, b 
target image, c compositing image, and d ground truth
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and background, and the third category is the ground truth images. Then, we fine-
tune the VGG network. Then, the scores of the third category images are set as the 
scores of a realistic image. Moreover, we calculate the MSE and PSNR as well. The 
smaller the MSE, the smaller the error with ground truth, and the larger the PSNR, 
the better the effect of the composite image.

Table 3 shows the results of ablating each learning objective. By comparing with the 
performance of the LA , LC can significantly boost the results, and LR also has a certain 
improvement effect. The reason is that LA has certain constraints on the location of 
the source object, it is mainly for the whole image. LR can enhance the constraint on 
the source object. We suppose that the scope of LC is larger than that of LR . Finally, 
our full method, i.e., “ LA + LC + LR ,” achieves the best performance.

Then, we did some experiments to seek out the best values of �1 and �2 . First, we set 
�2 = 0 , and test the performance on different �1 , i.e., 0, 1, 5, 10, 20. Table 4 reports 
that MSE, PSNR, and Score get the best results when �1 = 10 . Hence, we add �2 on 
the bases of �1 = 10 . Table 5 shows that when �2 = 1 we achieve the optimal results. 
Therefore, we set �1 = 10 and �2 = 1 as the final key parameters.

Although the MSE and PSNR are not optimal when �1 = 0, �2 = 0 , the score is still 
high. In other words, the position of the source object in the composite image devi-
ates greatly from the position in the ground truth, resulting in poor MSE and PSNR, 
but the score is equivalent to others. MSE is the difference between the composite 
image and the ground truth, but the size and position of the source object in the 
whole image are not unique, while many positions seem reasonable. Not all positions 

Table 3  Result comparison on SHU dataset with different learning objectives

Bold values indicate the best results

Methods MSE↓ PSNR↑ Score↑

LA 161.27 26.54 0.940

LA + LC 84.66 29.34 0.951

LA + LR 104.87 28.14 0.941

LA + LC + LR 82.30 29.51 0.954

Table 4  Result comparison on SHU dataset with different values of the key parameter �1

Bold values indicate the best results

�1 MSE↓ PSNR↑ Score↑

0 161.27 26.54 0.94

1 86.26 29.15 0.943

5 85.61 29.24 0.945

10 84.66 29.34 0.951
20 84.93 29.31 0.945

Table 5  Result comparison on SHU dataset with different values of the key parameter �2

Bold values indicate the best results

�2 MSE↓ PSNR↑ Score↑

0.5 84.47 29.35 0.952

1 82.30 29.51 0.954
2 83.12 29.34 0.952
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in the target image are reasonable. With the constraint of ground truth, the deviation 
and the unreasonable possibility are reduced. We achieve obviously better MSE and 
PSNR, and competitive scores.

4.4.2 � Effect on spatial feature extraction network (SFEN)

We introduce a spatial feature extraction network (SFEN) to enhance performance. The 
source object and target image are both 3 × 256 × 256. The target image provides spatial 
information for the source object. On this basis, it helps the network generate shadows 
and adjust the color of the generated foreground. The spatial position and size of the 
generated foreground are more important than color and shadow. Thus, we extract the 
spatial features of the target images before feeding the data to the backbone network. 
We use a lightweight network to convert the original three channels into one channel. 
Then, the target data becomes 1 × 256 × 256. We express this process as I ′t = SFEN (It) . 
Afterward, we concatenate the target data of channel 1 with the source data of channel 3 
and feed them to the subsequent GAN network. In this way, on the one hand, the SFEN 
can extract the spatial information of the target images. On the other hand, the amount 
of background data is reduced by 2/3, which makes the backbone network pay more 
attention to foreground data and generate better composite images. By increasing the 
proportion of source data, the network can focus on the source object during training.

More specifically, when SFEN trained 500 epoch, the test results show that MSE = 
91.42 / PSNR = 28.09. When the source object image and target image are concatenated 
and fed to the network directly, the test results show that MSE = 264.62 / PSNR = 23.71 
at 500 epoch, and MSE = 137.68 / PSNR = 16.87 at 3000 epoch. Thus, the training speed 
is faster and the test results are better.

5 � Conclusions
An efficient multitask GAN model for image compositing is proposed. In this method, 
a geometric consistency network and a spatial feature extraction network jointly assist 
the adversarial learning backbone. Benefiting from the design of the learning objectives, 
e.g., adversarial loss, compositing loss, and RoI consistency loss, the proposed method 
can generate realistic and plausible images. As the experiment results show, our pro-
posed method achieves higher quality composite images with better performance than 
the baseline methods for both geometric and appearance consistency.
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