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1  Introduction
Long range detection of underwater targets is increasingly performed using low-fre-
quency active sonar (LFAS) systems which consist of a powerful wideband source and 
one or more receiving hydrophone arrays.

The receiving arrays are typically towed by vessels [1–3] or, especially when operating 
in coastal environments, by autonomous underwater vehicles (AUVs). AUVs are charac-
terized by lower sensing, computational and communication capabilities as compared to 
traditional assets. However, they can build intelligent networks to accomplish complex 
missions with features of redundancy, persistence, scalability and adaptability.

This opens the possibility to develop a multistatic network of cooperative and auton-
omous platforms for underwater surveillance, for operations in littoral, shallow waters 
environments that have become more and more important in many civilian and defense 
applications [4, 5].
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In such environments, multipath propagation, high reverberation and clutter are the 
main challenges faced by LFAS systems.

An important solution to mitigate the effect of reverberation and clutter on the detec-
tion performance is the use of an array of advanced directional sensors, such as twin 
arrays [6–8], acoustic probes [9–14], acoustic vector sensors [15–18] or triplet arrays 
[19–23], an example of which is exploited in this work.

These types of sensors are able to solve bearing ambiguity in a single ping and to reject 
coastal reverberation in offshore bearings. This is not possible with single-line array 
receivers since they are cylindrically symmetric and therefore cannot discriminate port 
from starboard.

However, when operating in high-density clutter environment, even with directional 
sensors, the use of classification algorithms to distinguish target contacts (if present) 
from the large number of clutter contacts to reduce the false alarm rate at an acceptable 
probability of detection becomes crucial.

Traditionally, sonar contact classification is left to sonar operators who use their 
expertise to discriminate targets from clutter. Automatic target classification (ATC) can 
be helpful to reduce the workload on sonar operators and is necessary to reduce false 
alarms when the receivers are robots operating without human supervision, such as 
AUVs.

Recently, deep learning classifiers based on convolutional neural networks (CNNs) 
have been used for underwater target classification with high-frequency sonar images 
for mine-hunting obtaining very good performances [24].

Mine-hunting sonars work at short ranges of few tens of meters and, hence, can oper-
ate at much higher frequencies compared to LFAS. Moreover, the pulse repetition inter-
val is much lower than the coherence time of the insonified object and hence multiple 
pulses can be coherently processed to extract information on the target. The amount 
of information bandwidth from these wideband scans is sufficiently large not only for 
mine-clutter discrimination but also for mine type recognition.

In LFAS systems, the coherence time of target is much lower than the pulse repeti-
tion interval and hence only one pulse can be processed for target detection and clas-
sification. Moreover, the bandwidth LFAS pulses is much lower than the one exploited 
by mine-hunting sonar. Even with these limitations, in recent results [25, 26] we dem-
onstrated that CNNs provide good classification performance for ATC. However, there 
are a number of challenges to face when using supervised learning techniques in LFAS 
systems.

First of all, extensive data collection with targets is extremely costly, it is difficult to 
generate accurate datasets for training, and data labeling is not straightforward and usu-
ally very time-consuming.

Moreover, the collected training datasets are often unbalanced and consist of large 
amounts of clutter data with very few target data for each aspect angle. With such data-
set and constraints, it is difficult to train a general model for ATC.

It is also worth to consider that the navigation accuracy of underwater vehicles and 
the azimuthal localization accuracy of towed arrays are generally not high, and the esti-
mated position of a target contact is often far away from the real one. Moreover, the 
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target is often sailing very close to cluttered regions (especially in shallow water environ-
ments), which significantly increases the probability to erroneously label a clutter con-
tact as a target and vice versa.

Starting from the results introduced in [27], this paper introduces an unsupervised 
learning method based on an anomaly detection for target classification.

Anomaly detection has been successfully used in many applications, such as in cyber 
security [28], financial fraud [29], target detection in hyperspectral images [30], mam-
mographic image analysis [31] or mine detection and classification [32, 33], just to name 
only a few.

There are many approaches to anomaly detection based on statistical models, machine 
learning, saliency based-methods, sparse representations, and more [34–36].

The method presented here is based on machine learning since the model is learned by 
training the algorithm with a dataset of clutter samples, the availability of which is much 
higher than the samples of targets of interest.

The proposed method exploits the clutter contacts to learn the clutter signature and 
then classifies the target contacts as anomalies if their signature is not similar to the 
learned one, representative of the natural environment.

In real operations, the receiver can learn the clutter signature during a pre-survey of 
the operational area. This approach is similar to the one proposed in [37], where the 
active sonar receiver increases its knowledge of the surrounding environment generating 
clutter maps based on the persistency of clutter contacts over a geographical area.

During operations at sea, it is possible to periodically update the clutter signature esti-
mate. This is very important when operating in shallow waters where the underwater 
environment rapidly changes and it is fundamental for adapting the receiver in order to 
reduce the false alarm rate.

The first section of this paper introduces the signal processing steps used to obtain 
the snippets of the sonar contacts from the raw acoustic data at the hydrophones of the 
array. These snippets are the inputs of the proposed sonar contact classification algo-
rithm described in the second section of the paper. The third section of the paper shows 
the performance of the proposed unsupervised classification algorithm with real data 
collected at sea and compares it to what has been achieved by using a CNN trained on a 
labeled dataset.

The results have been obtained from experimental data collected at sea using an echo-
repeater (E/R) as an artificial target and the SLIm Cardioid Towed Array (SLICTA) as 
the sonar receiver. The SLICTA is a triplet array with port-starboard discrimination 
capability designed and developed at CMRE to be towed by an Ocean Explorer (OEX) 
AUV.

2 � Signal processing before classification
This section summarizes the signal processing steps used to obtain the time snippets on 
the sonar contacts that are the inputs of the proposed classification algorithm. All these 
steps are illustrated in Fig. 1.
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In LFAS systems, the acoustic source transmits a frequency modulated sonar pulse 
with a given pulse repetition interval. For each of these pings, the acoustic signals col-
lected by the hydrophones of the receiving array are beamformed in all the steering 
directions to obtain the fast time-bearing map of the surveillance area. The transmit-
ted signals are frequency-modulated pulses. The wider the bandwidth, the higher the 
range resolution and, from physical acoustic, the more the classification features the 
signal contains. This is in agreement with the Shannon theorem that states that the 
wider is the bandwidth and the signal-to-noise ratio the more is the amount of infor-
mation in the received signal.

Fig. 1  Flowchart of the signal processing chain to provide the inputs of the classification algorithm. As 
an illustrative example, the figure shows the fast time-bearing map at the output of the beamformer and 
matched filter, the detections (magenta circles) and the time snippets (magenta segments) used for sonar 
contact classification
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Typical transmitted signals in LFAS system are linearly frequency modulated pulses 
(LFM) and hyperbolic frequency modulated (HFM) pulses; however, target classifica-
tion is performed after matched filtering, and hence, the classification algorithm is 
independent on the type of frequency modulation.

As an illustrative example, Fig. 2 shows the fast time-bearing map of a single ping. 
This output shows for each bearing direction the absolute value in dBreuPa of the 

Fig. 2  Top: fast time-bearing map at the output of the adaptive beamformer and matched filter. Signal 
collected with the E/R at bearing 270◦ and range 6 km (fast time 8 s). Bottom: zoom on the target echo
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received signal between two consecutive transmissions after beamforming and 
matched filtering.

The vertical axis is the fast time, which is directly proportional to range by a factor 
of half the speed of sound. The horizontal axis is the bearing direction, rotating posi-
tive clockwise from the towing direction at forward end-fire (0◦).

In this particular example, the data have been collected using the SLICTA triplet 
array with port-starboard discrimination capability. The bearing angle rotates from 0 ◦ 
to 360◦.

The data have been collected using an E/R playing the role of an artificial target. It 
was at broadside port (bearing 270◦ ) at a range of about 6000 m, corresponding to a 
fast time of about 8 s.

The fast time-bearing map shown in Fig.  2 has been obtained using the adaptive 
beamformer described in [23], but other beamformers can also be used. The classifi-
cation algorithm described in this section is valid for any beamformer and any array 
of hydrophones even without port-starboard discrimination capabilities.

The adaptive beamformer is used since it allows to unmask objects in the presence 
of strong coastal reverberation and/or traffic noise on other bearings. It is a type of 
minimum variance distortionless response (MVDR) beam space adaptive algorithm 
where the inner triplet correlations are actually measured and, for each steering 
direction and at each range cell, the beamforming is adapted to the local environ-
ment. In this way, port-starboard discrimination is guaranteed in beams with direc-
tional coastal reverberation, while high signal-to-noise ratios are obtained in offshore 
(noise limited) beams.

Figure 2 also shows a zoom on the E/R echo, and it is quite evident how the beam-
former is able to completely reject the ambiguous echo at starboard (bearing 90◦).

Figure 2 shows the output of a single ping of a run with duration of about 2 h and 
whose beam collapse plot (BCP) is shown in Fig. 3.

This dataset has been collected in the monostatic configuration with both the 
receive SLICTA array and the acoustic source towed by the NATO Research Vessel 
(NRV) Alliance. The Coastal Research Vessel (CRV) Leonardo was towing the E/R to 
play the role of the artificial target.

Fig. 3  Beam collapse plot at the output of the adaptive beamformer and target ground truth (green) 
delayed of 0.5 s
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As suggested by its name, the BCP shows the output of the beamformer for all the 
pings of the run [23]. It shows, for each ping (slow time) and each fast time point, the 
maximum value of the beamformer output along the bearing direction. The green line 
in Fig. 3 is the ground truth that is the expected round trip delay between target and 
receiver. This line has been delayed of 0.5 s to avoid overlap with the echoes from the 
E/R, which are evident in the dark purple color.

It is evident how the E/R signal is embedded in a highly cluttered environment.
Very strong echoes are coming from the seafloor. Compact clutter is quite visible even 

at very far ranges. In this run, the receiver is approaching a quite large region of compact 
clutter which is at about 6–10 s at the beginning of the run and very close to the receiver 
at about 10:00. Reverberation is also quite strong in the first 8 s of the ping, and the sig-
nal is also affected by interfering ship traffic noise that mainly consists of the continuous 
signals clearly visible in the BCP as vertical stripes.

All these non-target signals provide information on the operational environment and 
can be exploited to estimate the clutter signature that is the “fingerprint” of the area 
where the active sonar is operating.

After beamforming and matched filtering, detection is performed to find the fast 
time-bearing coordinates of the contacts that must be processed for target-clutter 
discrimination.

In the receiver described in this paper, detection is performed on the fast time-bearing 
map with the Ordered Statistics-Constant False Alarm Rate (OS-CFAR) detector [38], 
which is able to detect objects embedded in background with an unknown and non-
stationary statistical distribution.

Also in this case, the classification algorithm is independent on the detector used to 
find the contacts to be classified.

The coordinates of each detected object are then used to extract a snippet from the 
fast time-bearing map at the output of the beamformer. The snippet is the matched fil-
tered time series centered at the contact’s range-bearing coordinates; this is the input of 
the classification algorithm described in next section.

As discussed in the Introduction, beamforming before classification is fundamental to 
separate the contacts in the space domain. It is also possible to perform classification on 
the signal collected by a single hydrophone but, in this case, contacts at the same dis-
tance but at different bearing directions are superimposed, and hence, it is impossible to 
separate the features of each single contact, with a resulting degradation of the classifica-
tion performance.

3 � Sonar contact classification
The block diagram of the unsupervised active sonar contact classification method pro-
posed in this paper is shown in Fig. 4.

The figure shows the two phases of the anomaly detection approach for object classifi-
cation. In the first phase, the algorithm learns the clutter signature by processing the fea-
tures extracted by the acoustic signal of a training set containing only clutter contacts.
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In the second phase, the features of each sonar contact are compared with the learned 
clutter signature and then an object is detected if its features are anomalous, i.e., not 
similar to the learned one.

3.1 � Contact features

We indicate with sc[n] the snippet on the contact c. The snippet is the finite time 
sequence with the samples of the contact at a certain beam, i.e., the output of the beam-
former at the time-bearing coordinates of the detection.

Let us also indicate with f(sc[n]) , in short fc , a vector that collects M real valued features 
on the contact c, i.e.,

Generally speaking, the size M of the feature vector is of the order of few tens (30–40 
or even more) and the numerical features are scaled in order to have values of the same 
order of magnitude (for example, with values from −1 to 1). A good way to choose the 
contact features is to exploit those that might take unusually large or small values in the 
event of an anomaly.

In this work, all the features are extracted starting from the spectrogram Sc(t, f ) of the 
acoustic time snippet sc[n].

The spectrogram shows how the power of the acoustic echoes is distributed over time at 
various frequencies and hence can be used for sonar contacts discrimination.

The spectrogram is the bi-dimensional image obtained by dividing the time snippet into 
subsequences with maximum overlap, multiplying each subsequence with a Hamming win-
dow and by taking the squared absolute value of the fast Fourier transform (FFT) of each 
windowed subsequence.

Figure 5 shows the spectrograms of three different sonar contacts. In the best case sce-
nario, the clutter response is typically uniformly spread in the analyzed time–frequency 

(1)fc = f(sc[n]) ∈ R
M

Fig. 4  Block diagram of the classification algorithm. Clutter signature learning: learn the clutter signature from 
a training set of clutter contacts. Anomaly Detection: contact classification by comparing the signature of each 
contact with the learned clutter signature in target-free environment
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Fig. 5  Spectrograms of a clutter contact, b ambiguous contact and c target contact (echo-repeater)
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window (see Fig. 5a), while the target (echo-repeater) is more focused in the central part 
of the spectrogram (normalized time = 0) and/or in the right portion of the spectrogram 
(normalized time > 0), as in Fig. 5c. Figure 5b shows the spectrogram of a typical clutter 
contact that can be easily misclassified and then labeled as a target.

All the elements of the feature vector are extracted from the spectrogram. In our specific 
case, the feature vector size M is 32.

The first five elements of fc are the first five raw time moments of the spectrogram, i.e.,

with k = 1, 2, . . . , 5.
Similarly, the subsequent five elements are the first five raw frequency moments, 

i.e.,

with k = 1, 2, . . . , 5.
It is possible to exploit also higher-order moments; however, for a given number of 

pixels in the spectrogram, the higher the moment’s order, the higher the variance of 
its estimate. In our case, k = 5 is a good compromise, since commonly adopted values 
of k are 3–4, that is, the same order of skewness and kurtosis, respectively.

The remaining elements of the feature vectors are derived from statistics computed 
on the blobs.

The blobs are the output of a conventional flood-fill connected-component cluster-
ing algorithm [39] applied to the spectrogram. As an illustrative example, Fig. 6 shows 
the blobs of the spectrogram in Fig. 5a. In this particular case, there are 16 blobs, each 
identified by a different color.
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The 11th feature is the number of blobs divided by 100. The features from 12 to 23 are 
statistics on the blobs’ size, i.e., standard deviation, mean, minimum and maximum val-
ues in both time and frequency domains.

The last 9 elements come from the statistics on the blobs’ distribution. The time–
frequency window of the spectrogram is divided into 9 sectors, as depicted with the 
dashed-black lines in Fig. 6, and each feature counts how many blobs fall inside (divided 
by the total number of blobs). The position of each blob is the time–frequency coordi-
nate of its center of mass.

All the elements of the feature vector are summarized in Table 1.

3.2 � Clutter signature learning

Let us consider a training dataset consisting of C clutter contacts. This dataset can be 
obtained in post-processing by randomly selecting C contacts at a sufficient distance 
from the ground truth. In real operations, the training contacts can be collected during 
a pre-survey of the operational area, under the assumption that all the collected contacts 
are from clutter.
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The algorithm consists of two phases: a first clustering phase for an initial fit of the 
features model and a following compression phase to remove clusters with few sam-
ples and to filter out possible outliers that can affect the clutter signature estimate. 
This is done in real operations at sea to avoid that the presence of unexpected target 
contacts in the operational area can affect the clutter characterization.

Clustering is performed using the K-means method. The algorithm is initialized by 
randomly selecting N centroids from the input feature points, where N is of the same 
order of magnitude as M. The clustering algorithm iteratively assigns a label ci to any 
feature point, considering the nearest centroid and using the Euclidean distance.

After that, a label is assigned to every feature point, and the values of the cluster 
centroids are updated by taking the average over all points with the same label.

The algorithm stops when the labels no longer change.

Table 1  Elements of the feature vector

Feature vector

1 1st raw time moment of spectrogram

2 2nd raw time moment of spectrogram

3 3th raw time moment of spectrogram

4 4th raw time moment of spectrogram

5 5th raw time moment of spectrogram

6 1st raw frequency moment of spectrogram

7 2nd raw frequency moment of spectrogram

8 3th raw frequency moment of spectrogram

9 4th raw frequency moment of spectrogram

10 5th raw frequency moment of spectrogram

11 Normalized number of blobs

12 Mean time–frequency size of blobs

13 Minimum time–frequency size of blobs

14 Maximum time–frequency size of blobs

15 Standard deviation of blobs’ time–frequency size

16 Mean time duration of blobs

17 Minimum time duration of blobs

18 Maximum time duration of blobs

19 Standard deviation of blobs’ time duration

20 Mean frequency band of blobs

21 Minimum frequency band of blobs

22 Maximum frequency band of blobs

23 Standard deviation of blobs’ frequency band

24 Number of blobs in the 1st sector

25 Number of blobs in the 2nd sector

26 Number of blobs in the 3th sector

27 Number of blobs in the 4th sector

28 Number of blobs in the 5th sector

29 Number of blobs in the 6th sector

30 Number of blobs in the 7th sector

31 Number of blobs in the 8th sector

32 Number of blobs in the 9th sector
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The second step of the learning algorithm is the compression phase. In this phase, the 
clusters with few points are discarded. The minimum number of points is a small frac-
tion (1–5%) of C/N. Moreover, for each of the remaining K ≤ N  clusters, all the points 
far away from their centroid are discarded. For each cluster, only the 80% of points clos-
est to the centroid are processed to estimate the clutter signature. This is done to avoid 
that, during the training dataset collection in the pre-survey of the operational area, 
some anomalies, such as the presence of unexpected targets, can affect the clutter signa-
ture estimate.

The clutter signature is described by the three quantities

where α is a vector collecting the normalized number of points (normalized with the 
total number of processed points) of each cluster, � is a M × K  matrix that collects in 
each column the centroids of the clusters (after outliers removal), and � is a M × K  
matrix whose kth column is the element-by-element mean distance of the points from 
the kth centroid.

3.3 � Anomaly detection

Once the clutter signature has been learned, the receiver evaluates, for each contact c, 
the features vector fc as in (1) and then computes the similarity function ρc using

where �k(fc) is the Gaussian kernel of cluster k

For each of the K centroids, the kernel function evaluates whether the features vector is 
close to the centroid.

A high value of the kernel indicates a high similarity between the features vector and 
the cluster. The similarity value ρc is given by the sum of the K kernels, weighted with αk . 
This means that the high-populated clutter clusters have a high contribution in the simi-
larity function. Note that the value of ρc is positive and less than 1, ρc ∈ [0, 1].

Notice also from (6) that the feature components are treated as independent, the ker-
nel is given by the product of the similarity between each component of the feature and 
the coordinates of the centroid. It is also possible to use multivariate Gaussian kernels to 
evaluate the similarity function by inferring the correlation between the clutter features.

The use of multivariate Gaussian kernels automatically captures and exploits correla-
tions between features, but is computationally more expensive and does not scale with 
large number of features. This is because, for large number of features M, it is possible 
that some of them are linearly dependent. In this case, the resulting covariance matrix is 
rank deficient and its inversion generates numerical issues.

(4)
α ∈ R

K

� = [�1...�k ...�K ] ∈ R
M×K

� = [σ1...σk ...σK ] ∈ R
M×K

(5)ρc =

K
∑

k=1

�k(fc)

(6)�k(fc) = αk

M
∏

m=1

e
−

(fc(m)−�k (m))2

2σ2
k
(m) .
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On the other hand, the use of independent kernels is computationally cheaper, scales 
better with large features and provides the freedom to design very large vectors of fea-
tures without taking care of possible dependencies among them.

The last step of the algorithm is contact classification: A contact is labeled as target ( lc 
= 1) if the similarity function is lower than a threshold ǫ ; otherwise, it is labeled as clut-
ter ( lc = 0), i.e.,

ǫ is a very low value that decreases with increasing number of features, and typical values 
are close to 10−M.

4 � Results and performance
Figure 7 shows with dots all the sonar contacts at the output of the sonar receiver for the 
run described in Sect. 1. The plot shows the measured fast time of all the detections as a 
function of slow time, compared with the ground truth (solid magenta line). The result-
ing output consists of 2098 contacts with a rate of almost seven contacts per ping.

The figure also shows the output of the proposed classification algorithm.
The green dots are the clutter contacts used in the training phase to learn the clut-

ter signature, while the red dots are the anomalous contacts classified as targets. The 
remaining blue dots are those classified as clutter.

In this example, the green dots are 800 randomly selected clutter contacts represent-
ing different kinds of sonar clutter, since, as apparent from the BCP in Fig. 3, they are 
generated from compact clutter, diffuse reverberation and interfering ship noise.

The anomalies have been obtained with threshold ǫ = 10−40 ; the resulting percentage 
of true positives (target contacts correctly classified as target) is close to 80%, while the 
percentage of false positives (clutter contacts classified as target) is close to 10%.

The performance in terms of receiver operating characteristic (ROC) for the proposed 
classification method is shown by the blue curve in Fig. 8.

(7)lc =

{

1 if ρc < ǫ

0 if ρc ≥ ǫ

Fig. 7  Contacts at the output of the signal processing chain compared with the ground truth (magenta). 
Blue: all sonar contacts. Green: randomly selected clutter contacts exploited for learning clutter signature. 
Red: anomalous contacts classified as target
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The ROC is the true positive rate as a function of the false positive rate. This plot has 
been obtained by Monte Carlo runs, averaging the performance obtained with different 
training sets of 800 contacts and different values of the threshold ǫ.

The ROC of the proposed method is compared with the one of the CNN described in 
[25] (green line in Fig. 8).

As expected, the ROC of the proposed algorithm is lower than the one of the super-
vised method.

This is mainly due to the fact that the CNN is a supervised classification method that 
exploits also the information learned from the target.

The ROC of the CNN is excellent but, as discussed in the Introduction and in [25], 
CNNs need to be trained with large and very accurate datasets, with consequent diffi-
culty and cost in collecting and labeling the data.

In particular, the CNN exploited to get the results in Fig.  8 has been trained with 
weeks of data collected in two sea trials using an E/R as the target [25].

Even if the performance of the unsupervised anomaly detection algorithm is slightly 
lower than that of the CNN, the algorithm has been trained online by using only few 
hundreds of clutter samples that can be collected in less than one hour.

For the dataset analyzed, the contacts rate was of almost 20 contacts per minute. Thus, 
in order to collect a training set of 800 clutter samples, the required time is only 40 min.

Figure 9 shows the true positive and false positive rates as a function of the number of 
clutter samples used for training.

From this plot, it is evident how, for this dataset, it is possible to get good performance 
with few hundred training clutter samples. The higher the number of training samples 
the higher the true positive rate. Figures 10 and 11 show the performance in terms of 
precision, recall and F score as a function of the threshold ǫ and the training set cardinal-
ity, respectively.

Precision indicates how many positive contacts are relevant and is defined as the rate 
of true positive among the contacts classified as positive (sum of true positives and false 
positives). Recall indicates how many relevant contacts are selected and hence is the 
same as the true positive rate. Recall is defined as the rate of true positives to the sum 
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Fig. 8  ROC of the anomaly detection algorithm (blue) compared with the ROC of the CNN in [25] (green); 
black: worst case where the true positive rate equals the false positive rate
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of true positives and false negatives. The F score is the harmonic mean of precision and 
recall.

For increasing values of the threshold, the recall is increasing while the precision is 
decreasing. This is obvious considering that when the threshold tends to one, all the con-
tacts are classified as anomalies and hence the recall tends to one but the number of false 
alarms is maximum.

From the plots, precision and recall are similar when the threshold is close to 10−40 , 
with 40 being very close to the number of features of our classifier ( M = 32 ). As for the 
ROC, the higher the number of contacts used to learn the clutter signature, the better 
the classification performance. Clearly, the larger the training set cardinality, the longer 
the time required to collect the training set in real operations.

5 � Conclusions
This paper presented an unsupervised classification method for ATC based on an anom-
aly detection approach.

The core idea is to take advantage of the huge amount of non-target contacts, espe-
cially when operating in littoral waters, to estimate the clutter signature of the opera-
tional environment.

This signature can be viewed as the fingerprint of the clutter, and hence, a target can be 
detected if its features are anomalous: that is not similar to the learned clutter features.

The method is based on machine learning since the clutter model is not predefined but 
it is learned by training the algorithm with a dataset consisting largely of clutter data.

The main advantage of this algorithm with respect to conventional supervised learn-
ing techniques is that there is no need to train the algorithm with target contacts that, 
especially for underwater surveillance applications, are very difficult and costly to be col-
lected. On the other hand, when operating in challenging littoral, shallow water environ-
ment, there is a huge amount of clutter data and the time required to learn online the 
clutter signature can be less than one hour and, and hence, it is possible to update/refine 
the clutter signature estimate several times during mission’s duration.

This is very important when operating in shallow water environments, where the clut-
ter signature may rapidly change in space and time. A supervised method can easily fail 
if not trained on the environment being encountered.

The successful performance of the algorithm was demonstrated with real data col-
lected at sea using an echo-repeater as an artificial target.

The results show the capability of the proposed algorithm to cope with a variety of 
clutter contacts.

Clearly, supervised algorithms such as those based on CNN exploit also the informa-
tion on target contacts and, hence, have better performance than unsupervised methods.

For this reason, anomaly detection can also be used in post-processing for automatic 
labeling of sonar contacts, with the aim of building or enriching training sets for the 
learning phase of supervised classification methods.

Future research will focus on combining the anomaly detection output with those of 
other supervised and model-based classification algorithms to improve the overall per-
formance of a LFAS system.
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