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Abstract 

Although target detection algorithms based on deep learning have achieved good 
results in the detection of side-scan sonar underwater targets, their false and missed 
detection rates are high for multiple densely arranged and overlapping underwater 
targets. To address this problem, a side-scan sonar underwater target segmentation 
model based on the blended hybrid dilated convolution and pyramid split atten-
tion UNet (BHP-UNet) algorithm is proposed in this paper. First, the blended hybrid 
dilated convolution module is adopted to improve the ability of the model to learn 
deep semantics and shallow features while improving the receptive field. Second, the 
pyramid split attention module is introduced to establish a long-term dependency 
between global and local information while processing multi-scale spatial features. 
Three sets of experimental results show that the BHP-UNet model proposed in this 
paper has better segmentation performance than the conventional fully convolutional 
network, UNet, and DeepLabv3+ models, and it is able to segment dense and overlap-
ping targets to a certain extent. The proposed model will have significance as a guide 
for practical applications.

Keywords: BHP-UNet algorithm, BHD module, PSA module, Target segmentation, 
Side-scan sonar images, Deep learning

1 Introduction
Underwater target detection is an important component of navigation safety, marine 
resources investigation, obstacle verification, and underwater search and rescue. The 
most commonly used seabed geomorphology and underwater target detection device is 
side-scan sonar, which has played an important role in the detection of seabed targets. 
Side-scan sonar is predominantly based on the echo detection principle for the purpose 
of underwater target detection [1]. It employs a carefully designed transducer array that 
emits pulsed ultrasonic waves at a specific tilt angle, facilitating directional transmis-
sion characterized by a broad vertical beamwidth and a narrow horizontal beamwidth. 
These emitted waves propagate toward the seafloor or underwater targets, interact-
ing with them through reflection and scattering phenomena. The receiving transducer 
array effectively captures the resulting reflections and scattered waves from the seafloor. 
Afterward, the received signals are amplified, processed, and recorded to generate a vis-
ual representation of the seafloor on a monitor.

*Correspondence:   
yltanghg@163.com

1 College of Electrical 
Engineering, Naval University 
of Engineering, Wuhan 430033, 
Hubei, China

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s13634-023-01040-z&domain=pdf
http://orcid.org/0000-0001-9137-8102


Page 2 of 23Tang et al. EURASIP Journal on Advances in Signal Processing         (2023) 2023:76 

Conventional side-scan sonar images are manually interpreted, which is inefficient, 
time consuming, and strongly dependent on human experience [2]. Machine-learning 
methods, which are based on extracting the target texture, grayscale information, edge 
information, and other features, have problems such as overfitting, poor generaliza-
tion ability, and poor robustness in terms of feature extraction [3–9]. In contrast, the 
side-scan sonar seabed underwater target detection techniques based on deep learn-
ing are becoming the research focus of international and Chinese researchers [10–17]. 
For instance [18], proposed a convolutional neural network transfer-learning recogni-
tion method using an improved VGG-16 as the framework. The method was able to 
perform automatic image recognition of side-scan sonar seabed shipwrecks and achieve 
significantly better accuracy and efficiency than the classical machine-learning SVM 
algorithm. The authors of [19] automatically detected side-scan sonar seabed shipwreck 
targets using the faster RCNN model. However, the model has problems such as a com-
plex structure, and low efficiency in training and detection. The authors of [20] proposed 
a side-scan sonar shipwreck target detection method based on transfer learning with an 
improved YOLOv3 model, which increased the training and detection efficiency to a 
certain extent, but there are still problems, such as a high missed detection rate for small 
targets and a detection speed that does not meet real-time requirements. To meet prac-
tical engineering application requirements [21], proposed an improved YOLOv5a model 
based on YOLOv3, which achieved good results in detection accuracy and efficiency for 
small-scale targets. However, its detection performance in complex sea conditions needs 
to be improved. To this end [22], proposed a lightweight DETR-YOLO model for side-
scan sonar seabed shipwreck detection, which improved the global scene understanding 
and detection in complex marine environments while meeting lightweight engineer-
ing deployment requirements. The above algorithms have achieved good results in the 
detection of side-scan sonar seabed shipwreck targets, but they have high false and 
missed detection rates for densely arranged, overlapping, and complex multiple targets, 
and cannot meet the requirements of actual engineering tasks.

In addition to target detection, the core research in the field of computer vision also 
includes semantic segmentation, which can be understood as the assignment of seman-
tic labels to each pixel of the image and subsequent division of the image into several 
areas with different semantic identities based on the semantic unit labels. It is a pixel-
level, dense prediction task. In recent years, the emergence of deep convolutional neu-
ral networks has greatly facilitated the development of semantic segmentation, and has 
become increasingly applied in the fields of intelligent security, autonomous driving, 
satellite remote sensing, medical image processing, biometric recognition, virtual real-
ity, and augmented reality. Long et al. [23] proposed an image semantic segmentation 
method based on fully convolutional networks (FCNs) in 2014, which became a classi-
cal method for semantic segmentation. In this method, the main fully connected layer 
is replaced with a convolutional layer, and the semantic image segmentation problem is 
transformed into a classification problem for each pixel. In the same year, a fully convo-
lutional network structure was proposed called UNet [24], which is primarily used for 
medical image segmentation. The UNet model adopts the encoder–decoder structure, 
which has been widely used in the field of biomedical image segmentation. The DeepLab 
semantic segmentation series of models consists of DeepLabv1-DeepLabv3+ [25–28]. 
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Specifically, the DeepLabv3+ model is a semantic segmentation algorithm with excel-
lent overall performance because it combines the advantages of the encoder–decoder 
and atrous spatial pyramid pooling, which expands the receptive field without changing 
the resolution and combines features at different scales. However, because of its complex 
model structure and many parameters, DeepLabv3+ requires a large number of data 
samples to train the model to achieve high segmentation performance. Hence, it is most 
suitable for semantic segmentation tasks with large data sample sizes and high target 
complexity.

By contrast, side-scan sonar seabed underwater target images (the seabed shipwreck is 
used as a typical object in this article) have the following two main features [29–31]: (1) 
the semantics of the seabed underwater target image are relatively simple and the struc-
ture is relatively fixed. The seabed underwater target is relatively fixed in sonar mapping, 
and hence deep semantic information and low-level features are very important. (2) The 
amount of available data is limited. In reality, there are relatively few seabed underwater 
target, and it is difficult and expensive to obtain side-scan sonar data from it. Therefore, 
the semantic segmentation model should not have an excessively complex structure, and 
the number of parameters should not be too large, otherwise the model will be prone to 
overfitting and the segmentation results will be poor.

Given the features of side-scan sonar seabed underwater target images and with the 
aim of solving the problems of high false and missed detection rates for multiple seabed 
underwater targets that are densely arranged and overlapping, a side-scan sonar seabed 
underwater target segmentation model based on the blended hybrid dilated convolution 
and pyramid split attention UNet (BHP-UNet) model is proposed in this paper. The pro-
posed method is inspired by the UNet segmentation method. The primary objective is 
to improve the performance of underwater target segmentation under complex marine 
conditions and offer practical guidance for real-world applications. The key contribu-
tions of this research can be summarized as follows:

• BHD module A specially designed module, known as the BHD module, enhances the 
model’s receptive field while effectively integrating deep semantic and shallow fea-
tures. This module improves the model’s learning capacity by combining multi-scale 
information, including deep semantics and shallow features.

• PSA module The PSA module is introduced to handle spatial features at multiple 
scales and establish long-term dependencies between global and local information. 
This enables the model to better comprehend the entire scene and enhance its con-
textual understanding.

• Integration of BHD module, PSA module, and UNet model By leveraging the char-
acteristics of side-scan sonar images, the study innovatively combines the BHD 
module, PSA module, and UNet model to create the BHP-UNet model. This inte-
grated model aims to improve the segmentation performance of shipwreck targets by 
addressing their dense arrangement and overlap.

To evaluate the effectiveness of the proposed model, a comprehensive analysis is con-
ducted, including real-world offshore trials in Zhoushan, model comparison experi-
ments, ablation experiments, and underwater simulation experiments. The evaluation 
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aims to overcome the challenges in shipwreck target detection using side-scan sonar, 
specifically the issues of high missed detection rates and false alarm rates.

The paper is organized into four sections. The introduction provides the necessary 
background and outlines the objectives of the study. Section 2 introduces the BHP-UNet 
model, detailing its composition and underlying principles. In Sect.  3, the proposed 
method is thoroughly evaluated and extensively discussed. Finally, Sect. 4 concludes the 
paper by summarizing the key findings, highlighting the contributions, and outlining 
future research directions.

2  Proposed BHP‑UNet model
The BHP-UNet model structure, in which an encoder–decoder architecture was 
adopted, is shown in Fig.  1. The left half of the encoder extracts multi-scale features 
through convolution and pooling operations. It includes four BHD modules to expand 
the receptive field while maintaining the resolution and spatial hierarchy information 
of the image, where receptive field is the spatial extent influencing neuron activation. 
It varies with kernel size and network depth. Larger fields capture global context, while 
smaller ones focus on local details. They play a key role in information integration across 
scales. After the BHD operations, three average pooling operations are performed to 
extract multi-scale features while reducing computation and the memory used in the 
graphics processing unit.

In the decoder, shown on the right of Fig. 1, the resolution is restored through three 
upsampling (Upconv) layers, and the final feature map is generated using feature con-
catenation (Concat) and convolution operations. The PSA module, which integrates 
multi-scale spatial information and cross-channel attention into each segmented fea-
ture, is introduced before feature concatenation. This is done to improve the interaction 
between local channel attention and global channel attention. Shallow and deep seman-
tic features are combined using feature concatenation.

2.1  BHD module

Considering the overall correlation of the side-scan sonar underwater target image, the 
importance of abstract image features, and the differences between each image sample, 
expanding the receptive field of the network and combining heterogeneous receptive 
fields improves the performance of feature extraction in the model. Although a pool-
ing operation can effectively expand the receptive field and reduce the complexity of the 
model, it will reduce the resolution of the image and lead to the loss of image struc-
ture and spatial hierarchical information, which causes pixel-level segmentation to fail. 
Dilated convolution [32] can expand the receptive field while maintaining the resolu-
tion of the image without the need to introduce additional parameters, but continuous 
dilated convolution will cause grid artifacts, which degrades the segmentation results 
of small-scale targets. To address the problems of the pooling operation and dilated 
convolution, the BHD module, which performs multi-scale dilated convolution module 
with expansion rates of 1, 2, and 5 and then combines heterogeneous receptive fields is 
adopted. The convolution diagram is shown in Fig. 2.

The equation for calculating the size of the expanded dilated convolution kernel is as 
follows:
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where K is the size of the original convolution kernel and r is the convolution expansion 
rate.

The advantage of dilated convolution is that it expands the receptive field without 
introducing additional parameters, but using dilated convolutions with the same 
expansion rate leads to grid artifacts during the convolution operation. However, if 
only one dilated convolution with a large expansion rate is used, it may only segment 
some large targets, and the segmentation of small targets will be poor. To this end, 

(1)Kr = K + (K − 1)(r − 1),

Fig. 1 BHP-UNet model structure
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hybrid dilated convolution is proposed in this paper to avoid introducing grid arti-
facts. It is illustrated in Fig. 3.

Figure 3 shows the changes in the size of the receptive field in each layer and the 
number of times each pixel in the receptive field is learned in hybrid dilated convolu-
tion, where yellow refers to four learning iterations, blue refers to two learning itera-
tions, green refers to one learning iteration, and red denotes the magnitude of the 
convolution expansion rate of each layer. The receptive field of each layer is calculated 
as follows:

Fig. 2 Dilated convolution. a Shows a standard 3 × 3 convolution kernel, and b, c show convolution kernels 
that have been expanded at different rates. b Shows a dilated convolution with an expansion rate of 2 (r = 2), 
namely r − 1 zeros are added between the elements of a standard 3 × 3 convolution kernel, and its receptive 
field is equivalent to that of a 7 × 7 convolution kernel. c Shows a dilated convolution with an expansion rate 
of 5 (r = 5). In this case, four zeros are added between the elements of a standard 3 × 3 convolution kernel, 
and its receptive field is equivalent to that of an 11 × 11 convolution kernel

Fig. 3 Hybrid dilated convolution. a represents the receptive field of r = 1; b represents the receptive field of 
r = 2; c represents the receptive field of r = 5
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where Rfn is the receptive field of the local layer, Rfn−1 is the receptive field of the previ-
ous layer, si is the step size of the convolution on the i th layer, and K  is the size of the 
convolution kernel. In this paper, the step size (stride) is 1 and the size of the convolu-
tion kernel is 3. According to Eq. (2), the receptive field of the first layer is 3× 3 , that of 
the second layer is 7× 7 , and that of the third layer is 17× 17 . The hybrid dilated convo-
lution strategy not only greatly expands the receptive field while avoiding grid artifacts, 
but also focuses on learning the important parts of the receptive field.

Under normal circumstances, segmenting the image using the network can iden-
tify one or more regions with a high-level feature with a high response that can be 
used to correctly segment the target. However, when there is a target that is large 
in size, although the conventional convolution kernel can obtain accurate position-
ing information and highlight the characteristic features of the target, much of the 
regional information related to the target will be missed, which makes it difficult to 
generate comprehensive, complete, and dense target positioning, thereby limiting the 
overall segmentation performance of the model. Therefore, hybrid dilated convolu-
tion is used to propose a multi-scale hybrid dilated convolution combination strategy 
in this paper. This strategy expands the receptive field by changing the expansion rate 
of the convolution kernel at multiple scales so that a target area with a low response 
can be better recognized by perceiving the semantic features with a high response in 
the surrounding region. Moreover, it transfers the knowledge of an unusual area con-
taining distinguishing features to the adjacent target area so that the feature informa-
tion of the high-response part of the target can be propagated to the adjacent target 
area at multiple scales. Finally, the target recognition and positioning maps generated 
under different expansion rates are combined to enable dense and accurate target rec-
ognition and positioning, which improves the recognition ability of the segmentation 
model. The process of multi-scale hybrid dilated convolution blending is illustrated in 
Fig. 4.

As shown in Fig. 4, only a small area with the most distinctive characteristics near the 
seabed underwater target center was located using the 3× 3 convolution kernel with an 
expansion rate of 1. After the expansion rate was increased from 1 to 2 and the knowl-
edge of the previous layer was combined with that of the next layer, the area near the 
seabed underwater target could be perceived. Furthermore, the low-response areas such 
as the seabed underwater gunwale and outline around the seabed underwater target 
were perceived after the expansion rate was further increased to 5 and the upper layer 
was further combined. Therefore, multi-scale hybrid dilated convolutional blending can 
locate and learn more complementary feature areas while focusing on learning the high-
response feature areas, thereby comprehensively improving the segmentation ability of 
the model.

As Fig.  4 shows, however, some false positive (FP) nontarget feature areas may be 
incorrectly enlarged by dilated convolution at high expansion rates (e.g., r = 5 partial 
areas). Hence, an anti-noise blending strategy was proposed to solve this problem that is 
expressed as follows:

(2)Rfn = Rfn−1 + (Kr − 1)

n−1

i=1

si,
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where L refers to the final receptive field, L1 and Li denote the receptive fields when 
dilated convolutions with expansion rates of 1 and i are used, respectively, and nd is 
the number of dilated convolutions. The final blending diagram at the bottom of Fig. 4 
shows that the anti-noise blending strategy has effectively suppressed the response in 
the areas that are not related to the target features included in the expanded receptive 
field. Moreover, it has combined the localization information in the areas generated by 
different expansion rates into a complete localization map with the target feature area 
highlighted in a better way.

2.2  PSA module

The conventional attention mechanism used in SENet [33] only considers channel atten-
tion and ignores spatial attention. CBAM [34] considers channel attention and spatial 
attention, but spatial information at different scales is not captured to enrich the fea-
ture space, and spatial attention only considers the information in the local area such 
that long-distance dependency cannot be established. Although PyConv [35] addresses 
this problem, it is a complex model and requires a large amount of computation. There-
fore, the efficiency of feature information usage at different scales of seabed underwater 
images is not high, channel attention can only effectively capture local features, and it is 
difficult to establish global long-term dependencies. Because of the additional computa-
tion caused by the BHD module introduced in Sect. 2.1, a lightweight and effective PSA 
module is adopted, as shown in Fig. 5.

(3)L = L1 +
1

nd

r
∑

i=1

Li,

Fig. 4 Heatmap showing the multi-scale hybrid of dilated convolutions for underwater targets
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The PSA module is divided into three parts: the split-and-concatenate (SPC) module, 
SEWeight module, and Fscale. The specific operations include the following four steps: 
first, channels are sliced in the SPC module to obtain a spatial scale feature map. Sec-
ond, the SEWeight module is used to obtain channel attention vectors at different scales. 
Third, the softmax function is used to recalibrate and allocate the attention vectors of the 
channels at different scales and obtain the multi-scale channel attention weights of the 
new feature map. Finally, the new attention weights and original feature map are multi-
plied element-wise to obtain the final multi-scale feature attention-weighted response 
map.

In the PSA module, the multi-scale features are extracted by the SPC module, and the 
input feature map X is first divided into S parts X0 , X1,…, XS−1 . For each segmented 
part, there are C ′ = C

S  common channels, and the first feature map i is denoted as 
Xi ∈ RC ′×H×W  , i = 0, 1, 2, . . . , S − 1 . After segmentation has been performed, the spatial 
information in the feature map of each channel is extracted by processing the input ten-
sors at multiple scales in parallel, and feature maps with different spatial resolutions and 
depths are generated using multi-scale convolution kernels in a pyramid structure. The 
purpose of the splitting process in the SPC module is to enable the model to indepen-
dently learn multi-scale spatial information and establish cross-channel interaction in 
a local way for each split part. However, as the size of the convolution kernel increases, 
this increases the number of parameters for the entire model substantially. Therefore, 
to process input tensors at different scales without increasing the computational cost, 
a grouped convolution method is introduced and applied to the convolution kernels in 
parallel. In this method, the relationship between the size of the multi-scale convolution 
kernel and the size of each group is as follows:

where K  is the size of the convolution kernel and G is the size of each group.
Therefore, the multi-scale feature map function is as follows:

where Ki = 2× (i + 1)+ 1 and Gi = 2
Ki−1
2  . The values of i = 0, 1, 2, 3, Fi ∈ RC ′×H×W  

used in this paper refer to the feature maps of different scales and were selected 

(4)G = 2
K−1
2 ,

(5)Fi = Conv(Ki × Ki,Gi)(Xi), i = 0, 1, 2, . . . , S − 1

Fig. 5 PSA module structure
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experimentally. Finally, the feature map after multi-scale blending is obtained by concat-
enation as follows:

where Fi ∈ RC ′×H×W  is the final multi-scale feature map and Concat refers to feature 
concatenation in the channel dimension.

After the multi-scale features have been extracted by the SPC module, the chan-
nel attention weight information is extracted using the multi-scale feature map of the 
SEWeight module. The SEWeight module is divided into two parts, a squeeze part and 
an excitation part. The squeeze part compresses the corresponding feature map in one 
dimension through global pooling, that is, the W ×H × C ′ feature map is compressed to 
1× 1× C ′ using

where W and H refer to the width and height of the feature map, respectively, C is the 
number of the channels, ui

(

j, k
)

 denotes the 
(

j, k
)

 th element in the i th feature map, 
i ∈ C ′ . After the global features have been obtained through the squeeze operation, 
the relationship between the channels is extracted as follows through the excitation 
operation:

In the excitation operation, a gating mechanism based on the sigmoid function is 
adopted, in which the number of the channels is reduced to 1/r of the original number 
using parameter W1 using fully connected layer FC1 . After activation by a ReLU function, 
the number of channels is restored to the original number using parameter W2 through 
fully connected layer FC2 . Finally, the weights of each channel are generated using a sig-
moid activation function. The dimensionality reduction ratio used in this study is r = 16 , 
which was determined experimentally.

Finally, the generated weight values are applied to the corresponding feature channel 
Fi using the scale operation to obtain the final output Zi as follows:

The SEWeight module is used to obtain the attention weights from the input feature 
maps at different scales so that the module can combine contextual information at differ-
ent scales and generate better pixel-level attention feature maps. In addition, the interac-
tion of attention information is realized and the cross-dimensional vectors are combined 
without destroying the original channel attention vector. Thus, the entire multi-scale 
channel attention vector is obtained using concatenation as follows:

where ⊕ denotes the concatenation operation, Zi is the attention weight value obtained 
from Fi , and Z is a multi-scale attention weight vector.

(6)F = Concat([F0, F1, · · · , FS−1])

(7)Sqi =
1

W ×H

W
∑

j=1

H
∑

k=1

ui
(

j, k
)

(8)Ex = σ
(

g(z,W )
)

= σ(W2δ(W1, z)),

(9)Zi = Fscale(ui) = ui × Sqi,

(10)Z = Z0 ⊕ Z1 ⊕ · · · ⊕ ZS−1,
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To enable each channel to adaptively select different spatial scales, the attention vector 
of each channel is normalized using Zi as follows:

where the softmax function is used to obtain the normalized multi-scale channel 
attention weight Ai , which contains all spatial position information and the attention 
weight in the channel to enable the interaction between local and global channel atten-
tions. Next, the channel attention of the normalized weight feature map is recombined 
using concatenation so that the attention weights of the entire channel are expressed as 
follows:

where A refers to the multi-scale channel weight after the attention interaction. Then, 
the normalized weights of multi-scale channel attention Ai are multiplied by the feature 
map of the corresponding scale Fi, yielding,

where · refers to channel multiplication, Yi is the feature map generated after the multi-
scale attention weights have been obtained and applied to the channel through multi-
plication. This channel-wise multiplication retains the expression of the overall feature 
without destroying the original feature map information. Finally, the obtained feature 
maps Yi with the new weights are dimensionally concatenated to obtain the final output 
result as follows:

In summary, using a lightweight structure, the PSA module integrates multi-scale spa-
tial information and cross-channel attention into each segmented feature group so that 
the local and global channel attentions can enable information to better interact and 
output feature maps with multi-scale, global, and long-term information. In this way, the 
overall segmentation performance of the model is improved at the cost of only a small 
increasing in the amount of computation.

3  Experiments and discussion
To verify the effectiveness and segmentation performance of the proposed BHP-UNet 
model, an experiment was carried out to compare the BHP-UNet to the classic and 
mainstream segmentation network models FCN, UNet, and DeepLabv3+ based on 
our side-scan sonar seabed underwater target dataset (shipwreck dataset is used in this 
experiment). In addition, the segmentation performance was evaluated using seabed 
shipwreck data measured in a certain sea area of Zhoushan, China. Next, an ablation 
experiment was performed to evaluate the effectiveness of the BHD and PSA modules 
in BHP-Unet. Finally, a simulation experiment that simulated complex seabed situations 
was conducted to further evaluate the segmentation performance of the BHP-UNet 
model.

(11)Ai = softmax(Zi) =
exp(Zi)

∑S−1
i=0 exp(Zi)

(12)A = A0 ⊕ A1 ⊕ · · · ⊕ AS−1,

(13)Yi = Fi · Ai, i = 0, 1, 2, . . . , S − 1

(14)Out = Concat([Y0,Y1, · · ·YS−1])
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3.1  Dataset and experiment configuration

The experimental data used in this paper are composed of data measured in a specific 
sea area of Zhoushan along with data provided by various international and Chinese 
marine-related institutions as well as Chinese manufacturers. The Zhoushan data 
were obtained using an iSide1400 side-scan sonar system from July to August 2022, 
and part of the images of the field experiment are shown in Fig. 6. One seabed ship-
wreck target was found in the experiment, and a total of 5 side-scan sonar images of 
the target from different directions and depths were obtained.

The data provided by marine-related departments and Chinese manufacturers 
were obtained from measurements in the East China Sea, South China Sea, Huang-
bohai Sea, and inland lakes, using common side-scan sonar devices including the 
Klein3000, EdgeTech4200, Yellowfin, and Hydro series. To further enrich the side-
scan sonar shipwreck database, a web-crawler program was used to collect data from 
the Internet, and a total of 1,200 images were obtained. The data provided by marine-
related institutions and manufacturers were used for model training and validation. 
The Zhoushan data were used as the evaluation dataset after the model was trained to 
evaluate its segmentation performance.

To better analyze the characteristics of the targets in the dataset, the distribution of 
the shipwreck targets and their length-to-width ratio in the images were investigated. 
The results are shown in Fig. 7, the depth of color in the visualization corresponds to 
the quantity of images, with darker shades indicating a higher number of images.

As Fig.  7 shows, the shipwreck targets are mainly concentrated in the center of 
the image, and most are small targets, including those that are densely arranged and 
overlapping complex targets. To further enrich the sample data, compensate for the 
size and distribution limitations of the shipwreck target images, and improve model 
training, the dataset was first normalized by changing the size of each image to 
300× 300 pixels, and data augmentation operations like mosaicking, image rotation, 
multi-scale cropping and magnification, image translation, image flipping, and noise 
enhancement were carried out. As a result, the number of data images was increased 
from 1200 to 3000. The mosaic data augmentation method increases the position 

Fig. 6 Images of the field experiment. a is side-scan sonar modulation; b is side-scan sonar recovery
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distribution of the targets and enlarges small targets to a certain extent, thereby 
improving the generalization ability of the model while improving the efficiency of 
model training.

The methods in this experiment were implemented in Python and based on 
the PyTorch framework. The experiments were performed on a computer run-
ning the Windows 10 operating system and equipped with an Intel(R) Core(TM) 
i9-10900X@3.70 GHz CPU, and two NVIDIA GeForce RTX 3090 s GPUs with 48 GB 
parallel memory.

To improve the training efficiency while ensuring training performance, the training 
and test sets in the experiment were divided using a ratio of 8:2, and tenfold cross-valida-
tion was used for model training. In tenfold cross-validation, the dataset is divided into 
ten equal subsets, where nine subsets are used for training the model and the remain-
ing subset is used for evaluating model performance. By employing tenfold cross-vali-
dation, different combinations of training and validation sets are considered, reducing 
bias introduced by the dataset selection and obtaining more stable and reliable model 
performance evaluation. Simultaneously, through grid search, various combinations of 
hyperparameters are explored, and the best combination is selected based on the evalu-
ation results from the validation set, this allows for further improving its performance 
and generalization capability. The initial learning rate was set to 0.0001, and a warmup 
period of five epochs was carried out before the start of training to stabilize the model 
training and accelerate the convergence of the model. Meanwhile, Adam optimization 
was used for step annealing to adaptively adjust the learning rate. The number of train-
ing steps for each batch was set to 1000 epochs, the batch size was set to 32 according to 
the computer configuration, which resulted in a total of 75k steps to completely train the 
model.

3.2  Model training and performance evaluation

This experiment compared the side-scan sonar seabed shipwrecks segmentation perfor-
mance of four models, FCN, UNet, DeepLabv3+, and BHP-UNet. First, the four models 
were trained using this experimental dataset, as shown in Fig. 8. Second, the evaluation 
set was used to evaluate the performances of the four models after training.

Fig. 7 Distribution and sizes of the shipwreck targets
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The objective of the BHP-UNet model is to minimize the discrepancy between the pre-
dicted results and the true results in order to optimize the model’s parameters. Through 
the backpropagation algorithm, the model’s parameters are updated based on the gra-
dient information of the loss function, allowing the model to more accurately predict 
binary classification labels. The BHP-UNet model is trained and tested using the binary 
cross-entropy loss function, which is defined by the following formula:

where y represents the true binary labels, represents the model’s predicted outputs, and 
N is the number of samples.

The binary cross-entropy loss function quantifies the performance of the model by 
comparing the differences between the predicted values ŷi and the true values yi . The 
first term −yi log(ŷi) of the loss function is active when yi is 1, while the second term 
−
(

1− yi
)

log
(

1− ŷi
)

 is active when yi is 0.
As Fig. 8a shows, the training loss values of the four models decreased as the num-

ber of training steps increased, finally stabilizing and converging. Of the four models, 
the FCN model had the highest loss value. The DeepLabv3+ model had the largest 
initial loss value, a slower convergence speed, and longer training time because it has 
the most model parameters and the most complex structure. In addition, its decrease 
in amplitude also increased as the number of training steps increased, but many large 
fluctuations occurred after 700 epochs, indicating a certain instability. The BHP-UNet 
model had the lowest training loss value, which was about 0.1 lower than that of the 
conventional UNet model, and the oscillation amplitude was the smallest during the 
training process. BHP-UNet tended to fit the data after 600 epochs, and the training 
efficiency was high.

In this experiment, the Dice score was used as an evaluation metric to indicate 
model segmentation performance. It is calculated as follows:

(15)L
(

y, ŷ
)

= −
1

N

N
∑

i=1

(

yi log(ŷi)+
(

1− yi
)

log
(

1− ŷi
))

Fig. 8 Comparison of the training processes of the four models. a Description of training loss; b description 
of dice scores of the four models on the validation dataset evaluated using tenfold cross-validation. c 
Description of number of CPU threads in use; d description of GPU power usage
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where Precision = TP
TP+FP , Recall = TP

TP+FN.
Precision refers to the probability that a pixel that is identified as a positive sample 

is actually a positive sample, and it is used to measure the accuracy of the results. 
Recall refers to the probability that the positive samples are identified as positive 
samples and it is used to measure the completeness of the results. TP (true positives) 
refers to correctly identified positive samples, FP (false positives) refers to incorrectly 
identified positive samples, TN (true negatives) refers to correctly identified negative 
samples, and FN (false negatives) refers to incorrectly identified negative samples. |X | 
denotes ground truth, indicating the real pixels of the target and |Y | denotes the pre-
dicted mask, indicating the segmented pixels predicted by the model.

As Fig. 8b shows, the BHP-UNet model obtained the highest Dice score and tended 
to be stable following 10k training iterations. Moreover, the model converged with 
a very high training efficiency. The Dice score of the DeepLabv3+ model eventually 
reached 0.8134, which is only slightly lower than the Dice score of the BHP-UNet 
model (0.8205). However, the model had a lower training efficiency, with a certain 
oscillation, and it did not converge.

According to Fig.  8c and d, the training time of the BHP-UNet model was only 
about 10 min longer than that of the UNet model when the BHD and PSA modules 
were combined. However, it obtained almost the same results as UNet with respect 
to the number of CPU threads in use and GPU power usage. By contrast, the Dee-
pLabv3+ model had the longest training time and consumed the most hardware 
resources because of its more complex model structure.

In summary, compared with the conventional UNet and FCN models, the BHP-
UNet model obtains substantially improved performance in terms of the model train-
ing loss value, fitting efficiency, and segmentation performance while sacrificing a 
certain amount of training time and requiring more hardware resources. Compared 
with the most complex DeepLabv3+ model, the segmentation performance of the 
BHP-UNet model is better because training time, efficiency, and hardware resources 
are ensured.

To evaluate the segmentation performance of the model after training, FCN, UNet, 
DeepLabv3+, and the BHP-UNet model were evaluated using the test set. The accu-
racy of model segmentation was evaluated using the Dice score, IoU, IoU is calculated 
as follows:

The efficiency of the model segmentation was evaluated using frames per second 
(FPS), which represents the number of 300 × 300 resolution images that can be seg-
mented per second using two NVIDIA GeForce RTX 3090 GPUs. Using the weights 
of the generated model (Weights) as the basis for evaluating future model develop-
ment, the specific segmentation and quantification results of the four models are pre-
sented in Table 1.

(16)Dice =
2× Precision× Recall

Precision+ Recall
=

2TP

2TP+ FP+ FN
=

2|X ∩ Y |

|X | + |Y |
,

(17)IoU =
TP

TP+ FP+ FN
=

X ∩ Y

X ∪ Y
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Table 1 reveals that the BHP-UNet model had a higher Dice score and IoU result than 
the other three models. The Dice score was 78.31%, which is an increase of 26.17%, 
9.05%, and 1.51%, respectively, in the Dice scores of the other three models (FCN, 
UNet, and DeepLabv3 +). In addition, its IoU was 77.71%, which is an increase in IoU 
of 18.74%, 6.24%, and 2.51%, respectively, indicating that the BHP-UNet model has the 
best segmentation performance. The DeepLabv3+ model has the most complex struc-
ture and highest number of parameters, but its segmentation performance is not as good 
as that of the BHP-UNet model. Moreover, its Weights result is much higher, and its 
FPS is much lower than those of the other three models. These results are not condu-
cive to lightweight engineering applications. The BHP-UNet model adds the BHD and 
PSA modules, which increases the model complexity, and thereby is bound to cause the 
model to underperform the FCN and UNet models in terms of FPS and Weights, but the 
large improvement in segmentation performance at the expense of a small amount of 
segmentation speed and an increase in the number of model weights is very cost effec-
tive. Furthermore, a small decrease in FPS and a small increase in the number of weights 
with respect to the UNet model will not have a substantial impact on the lightweight 
engineering deployment of the model.

To further evaluate the segmentation performances of the four models, the Zhoushan 
evaluation set was used, and the side-scan shipwreck target images from different scan-
ning directions and distances to the bottom were selected.

Table 1 Comparison of the segmentation results of the four models in the test set

Bold values indicate the best performance values on Dice, IoU, FPS, and Weights

Method Dice/% IoU/% FPS Weights/MB

FCN 0.5214 0.5897 302 46.7
UNet 0.6926 0.7147 126 65.9

Deeplabv3+ 0.7680 0.7520 88 101.6

BHP-UNet 0.7831 0.7771 121 73.2

Fig. 9 Comparison of the detection results of the four models. The upper image in a shows a target image 
obtained from the port side, with the direction of 150° east of north and 15 m to the bottom, and the lower 
image in a is a target image obtained from the starboard side, with the direction of 30° west of north and 
30 m to the bottom; b is the annotation map; the segmentation results of the four models FCN, UNet, 
DeepLabv3+ and BHP-UNet are shown from (c) to (f)
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Figure 9c shows that the FCN model could only obtain the basic position of the target 
from the segmentation, but it incorrectly segmented the shadow area around the ship-
wreck target, with a high missed detection rate. Figure 9d reveals that the UNet model 
could obtain the basic shipwreck target by segmentation, but its results are inferior 
to those of the BHP-UNet model in terms of segmentation and position accuracy. As 
Fig.  9e shows, the segmentation effect of the DeepLabv3+ model is significantly bet-
ter than those of UNet and FCN, but there is still the problem of missed detections. In 
general, the overall segmentation results of the BHP-UNet model are the closest to the 
annotation map and are the best. Although the outline details need to be improved when 
compared with the annotation map, it obtains the most detailed segmentation results, 
and the segmentation area is the most accurate when compared with the areas obtained 
by the FCN, UNet, and DeepLabv3+ models.

In summary, the BHP-UNet model obtains the best segmentation for the side-scan 
sonar seabed shipwreck target among the four models after it was integrated with the 
BHD and PSA modules, although there is a small increase in training time and number 
of model weights.

3.3  Ablation experiment and evaluation

To further analyze the reasons for the performance improvements of the BHP-UNet 
model and to verify the effectiveness of the BHD and PSA modules, an ablation experi-
ment was designed, the hyperparameters employed in these sections are the same as 
those mentioned in Sect. 2.1. As above, the Dice value and IoU were used as the evalu-
ation metrics, and the control variable method was employed to compare and analyze 
the effect of each module on its segmentation performance. The experimental results are 
presented in Table 2. In the experiments, Group 1 represents the model without using 
BHD module and PSA module. Group 2 represents the model using only the BHD mod-
ule. Group 3 represents the model using only the PSA module. Group 4 represents the 
model using both the BHD module and PSA module, which is the proposed model in 
this paper.

A comparison of Groups 1 and 2 reveals that the integration of the BHD module 
improves the Dice score and IoU. Of the two, the Dice score was improved more than 
the IoU, with an increase of 5.38%, which proves that the integration of BHD module 
enables the model to combine multi-scale features while expanding the receptive field, 
highlighting the feature areas with a high learning response and learning more comple-
mentary feature areas, thereby improving the segmentation accuracy of the model. By 
comparing Groups 1 and 3, we find that the addition of PSA module has also improved 
the Dice score and IoU of the model. Of the two, the IoU was increased by 4.51%, which 

Table 2 Comparison of the segmentation performance of different strategies

Group BHD module PSA module Dice/% IoU/%

1 – – 0.6926 0.7147

2 √ – 0.7464 0.7331

3 – √ 0.7255 0.7598

4 √ √ 0.7831 0.7771
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proves that the addition of PSA module has enabled better information interaction to 
be formed between the local and global channel attentions, and multi-scale, global, and 
long-term connections are established, thereby enabling accurate positioning output 
to be achieved while the features are well captured. A comparison of Groups 1 and 4 
reveals that the combination of both modules increased the Dice score by 9.05% and 
the IoU by 6.24%. The comparison of the results of Group 4 with those of Groups 2 and 
3 shows that the combination of both modules is better than the use of a single mod-
ule. These results show that the BHD module more obviously improved performance 
in terms of segmentation accuracy, whereas the PSA module more obviously improved 
performance in terms of the segmentation and positioning precision.

To further evaluate the underwater target segmentation performance of the model 
under complex conditions and examine the role and contribution of each module in the 
model, experiments were conducted using underwater target images exhibiting charac-
teristics such as dense arrangement and overlapping.

To further evaluate the underwater target segmentation performance of the model in 
complex scenarios and the roles and contributions of each module in the model, experi-
ments were conducted using underwater target images with different complexities, such 
as densely arranged and overlapping targets. Figure 10 presents a comparison of the par-
tial shipwreck target segmentation results under different strategies. From left to right, 
the images show the original image, annotated image, results of Unet, results of using 
only the BHD module, results of using only the PSA module, and results of the BHP-
Unet model segmentation.

The three groups of side-scan sonar underwater target images in Fig. 10 represent dif-
ferent complex scenarios, including densely packed, overlapping, and cluttered debris 
situations. Overall, the Unet model achieves a basic level of segmentation for the under-
water targets, but there is room for improvement in capturing fine details, particularly 
in distinguishing densely packed and overlapping targets. The model incorporating the 

Fig. 10 Compares the segmentation results of some shipwreck targets obtained by the different versions of 
the model. a, b is the annotation map; c is the segmentation results of UNet; d is the segmentation results 
of model with the BHD module only; e is the segmentation results of with the PSA module only, and f is the 
segmentation results of the BHP-UNet model
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BHD module shows improved localization accuracy compared to the Unet model. The 
addition of the PSA module significantly enhances the segmentation accuracy. In com-
parison, the proposed model, the BHP-Unet model, which combines the BHD and PSA 
modules, outperforms other models in terms of both accuracy and localization, demon-
strating superior segmentation performance.

Taking Group 1 as example, as Fig. 10c shows, the UNet model completed the basic 
segmentation task but failed to distinguish the two shipwreck targets within the red box, 
which were densely arranged in a top-to-bottom direction, and mistakenly segmented 
the two targets as one target. It also made a false detection by mistaking the rectangular 
stone pier on the left as a shipwreck target. According to Fig. 10d, U-Net with the BHD 
module successfully distinguished the two shipwreck targets within the red box. It has a 
higher segmentation accuracy than the UNet model because it did not falsely detect the 
rectangular stone pier on the left, but it misdetected the submarine pipeline as a ship-
wreck target. Figure 10e reveals that UNet with the PSA module mistakenly segmented 
the two targets within the red box as one target and falsely detected the submarine pipe-
line, but the areas segmented by it are more in line with the actual target areas, and the 
positioning precision is higher than that of the UNet model. The BHP-UNet model, 
which incorporates both the BHD and PSA modules, inherits the advantages of both 
modules, although it also falsely detected the submarine pipeline. It distinguished the 
densely arranged shipwreck targets well and obtained a more accurate positioning preci-
sion, improving both the segmentation accuracy and segmentation positioning precision 
when compared with the cases in shown in Fig. 10c, d, and e.

3.4  Simulation experiment and evaluation

Because of the existence of various environmental noises in seawater and the time-var-
ying and spatial distortion of underwater acoustic signals, different sea conditions and 
marine environments will cause different degrees of interference in sonar images. To 
further evaluate the segmentation performance of the model in a more complex marine 
environment, an experiment that simulated complex sea conditions was designed.

Because speckle noise is the main factor affecting the quality of side-scan sonar images 
[36], Rayleigh noise with an expected value of zero and a standard deviation of 60 was 
added to the Zhoushan seabed shipwreck images in this experiment. The upper image 
in Fig. 11a is the image obtained from the starboard side, with a direction of due north, 
10 m to the bottom, and the lower image is an image obtained from the starboard side, 
with a direction of 30° west of north, 40 m to the bottom. The segmentation results of 
the three models are shown in Fig. 11c and d. From left to right, they are the UNet, Dee-
pLabv3+, and BHP-UNet models. FCN was not included in the simulation experiment 
because of its poor segmentation results in the previous experiment.

According to Fig. 11, using the noisy side-scan sonar shipwreck images, all the three 
models could obtain the target by segmentation without missed detections. However, 
both the accuracy and positioning precision need to be improved. It can be seen from 
Fig.  11c that the segmentation results of the UNet model are significantly inferior to 
those of the other two models, and there is a false detection in the image segmenta-
tion results in the lower image. Figure  11d shows that the segmentation effect of the 
DeepLabv3+ model is significantly better than that of UNet, but it segmented a single 
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shipwreck target into two targets in the lower image. Figure 11e reveals that although 
the segmentation map of BHP-UNet still has a certain gap with respect to the annota-
tion map, the segmentation results are significantly better than those of the UNet and 
DeepLabv3+ models, reflecting to some extent that BHP-Unet can better adapt to the 
complex environment of the ocean and has better segmentation performance and gener-
alization ability, with stronger practicability and guiding significance.

4  Conclusion
In order to address the challenges of detecting densely arranged and overlapping under-
water seabed targets with high false alarm and miss rates, this study presents a novel 
underwater target segmentation model based on the BHP-Unet algorithm using side-
scan sonar data. The main focus of this model is to enhance the segmentation perfor-
mance of underwater targets in complex scenarios. The key innovations of our proposed 
approach are as follows:

• BHD module We designed a BHD module that enhances the receptive field while 
performing multi-scale feature fusion. This module highlights the learning of highly 
responsive feature regions and captures more complementary feature regions, 
thereby significantly improving the accuracy of target segmentation.

• PSA module We introduced a PSA module, which facilitates better information 
interaction between local and global channel attention. This module establishes 
multi-scale, global, and long-term connections, enabling accurate localization out-
puts while effectively capturing diverse features.

• BHP-Unet model By integrating the BHD module, PSA module, and Unet model 
with side-scan sonar image features, we propose the BHP-Unet model. This innova-
tive fusion approach enhances the segmentation performance of underwater targets 
in complex scenarios, providing more accurate and reliable results.

Fig. 11 Comparison of the noisy target segmentation results of three models. a is the noisy map; b is the 
annotation map; c is the segmentation results of UNet; d is the segmentation results of DeepLabv3+; e is the 
segmentation results of BHP-UNet
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To validate the effectiveness and segmentation performance of the BHP-Unet model, 
this study conducted three sets of experiments:

Firstly, we compared the BHP-Unet model with FCN, Unet, and Deeplabv3+ mod-
els on a self-made dataset of side-scan sonar shipwrecks. The experimental results 
demonstrate that the BHP-Unet model achieved the highest Dice value and IoU on 
the test set, with a Dice value of 78.31% and an IoU of 77.71%. Moreover, it exhibited 
superior segmentation performance on side-scan sonar shipwreck images obtained 
from the Zhoushan sea area.

Secondly, we selected complex side-scan sonar underwater target images character-
ized by dense arrangement and overlapping and conducted ablation experiments to 
validate the effectiveness of the BHD module and PSA module. The results showed 
that the incorporation of the BHD module increased the Dice value by 5.38%, while 
the inclusion of the PSA Module improved the IoU by 4.51%. The combination of 
these two modules resulted in an overall improvement of 9.05% in Dice value and 
6.24% in IoU, enabling high-performance segmentation in scenarios with densely 
arranged and overlapping multiple targets.

Lastly, we designed simulation experiments by adding noise to side-scan sonar 
shipwreck images collected from the Zhoushan sea area to mimic complex underwa-
ter conditions. The results demonstrated that the BHP-Unet model exhibited better 
adaptability to the complex marine environment, showcasing superior segmentation 
performance and generalization capabilities.

In conclusion, the BHP-Unet model, despite sacrificing a certain degree of train-
ing efficiency and model weights, achieved remarkable segmentation performance, 
addressing the segmentation challenges of densely arranged and overlapping ship-
wreck targets to a certain extent. However, to further enhance the segmentation per-
formance for small-sized targets in complex marine conditions, techniques such as 
sonar data augmentation, few-shot learning, and even zero-shot learning methods 
should be considered. Additionally, to meet the requirements of future lightweight 
engineering deployment, further research should be conducted on optimizing the 
model structure and segmentation efficiency.

Abbreviations
BHP-UNet   Blended hybrid dilated convolution and pyramid split attention UNet
BHD   Blended hybrid dilated convolution
PSA   Pyramid split attention
VGG   Visual geometry group
YOLO   You only look once
DETR   Detection transformer
SVM   Support vector machine
FCN   Fully convolutional networks
Faster-RCNN  Fast region-based convolutional network
Deeplab   Deep labeling for semantic image segmentation
ASPP   Atrous spatial pyramid pooling
Upsampling  Upconv
Concatenation  Concat
FP   False positive
TP   True positives
FN   False negatives
TN   True negatives
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CBAM   Convolution block attention module
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