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#### Abstract

A reasonable geometric transformation model is the key to image registration. When the relative motion direction between the line-scan camera and the object is strictly parallel to the planar object, it is possible to align the image by using the eight-parameter geometric transformation model of the line-scan image. However, it will be invalid when the relative motion direction is arbitrary. Therefore, a new general geometric transformation model of line-scan images is proposed for line-scan image registration in this paper. Considering the different initial poses and motion directions of the linescan camera, the proposed model is established based on the imaging model of the line-scan camera. In order to acquire line-scan images to verify the proposed model, a line-scan image acquisition system was built. The method based on feature points is used to register the line-scan images. The experimental results show that the proposed geometric transformation model can align the line-scan image collected under arbitrary relative motion direction, not just the parallel case. Besides, the statistical errors of the image feature point coordinates are the best performance after registration. The accuracy of the registration results is better than that of other existing geometric transformation models, which verifies the correctness and generality of the geometric transformation model of the line-scan camera proposed in this paper.
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## 1 Introduction

The line-scan camera is an imaging device with only one column of sensor which has the characteristics of high resolution and high imaging frequency [1-5]. The imaging principle of the line-scan camera is the same as that of the area-scan camera and also conforms to the perspective projection relationship of the pinhole model, but the imaging models of the two kinds of cameras are different [6]. The sensor of the area-scan camera is an array and the camera is relatively static with the object during imaging. Only one sampling is needed to obtain the complete image of the object [7]. On the contrary, the relative motion is kept between the line-scan camera and the object, which means that the different lines correspond to the different imaging poses [8]. In order to obtain a useful line-scan image, the line-scan camera must move with a constant speed along a straight line relative to the object and the orientation of the camera is fixed $[9,10]$.

According to the imaging resolution in the application scene, the motion speed should be matched with the line frequency of the camera to obtain the undistorted scale of the object in an image.
The initial pose variation of the line-scan camera will influence the position of the object projected to the image and eventually makes the object present different geometric shapes in the image. Image registration can eliminate the geometric difference of the object caused by different imaging poses of the camera. According to the geometric transformation complexity of the object in the image, the corresponding transformation model [11], such as the translation transformation model, rigid transformation model, similarity transformation model, affine transformation model and projection transformation model, is selected. Then, the geometric alignment of the two images is realized by using the image feature points [12-15] or the direct registration method [16-18]. Since the difference in the imaging model between the line-scan camera and the areascan camera, the geometric changes of the object in the two kinds of the image caused by the variations of the pose are different. Hence, the geometric transformation model (GTM) derived from the imaging model of the area-scan camera cannot be used to register the line-scan image.

There are mainly two methods to realize the relative motion between the line-scan camera and the imaged object. In one scenario, the line-scan camera is stationary to image the moving object and in the other is that the stationary object is scanned by the moving camera [19]. However, it is difficult to ensure that the imaging plane of the linescan camera is parallel to the object plane. For example, the Trouble of moving EMU Detection System (TEDS) was developed by relevant departments [20-23], composed of ten line-scan cameras, which are installed at different locations along the railway. The line-scan camera at different locations cannot be guaranteed to be in the same pose with respect to the railway; this not only means that the imaging plane cannot be parallel to the train surface, but also imaging poses of the camera are different. Therefore, the train collected by the line-scan camera at different locations has geometric changes, and the GTM of the area-scan image cannot align these train images, which makes the anomaly detection method based on image registration impossible. To solve this problem, we have established the eight-parameter GTM for the line-scan image registration acquired by the line-scan camera under different initial poses [24]. However, only the relative motion direction paralleled to the object plane is considered in this model; the geometric changes of the object in the image caused by the arbitrary relative motion directions are ignored. Hence, this model is not generality and not suitable to meet the registration problem of images acquired in the scenario that the arbitrary relative motion direction between the line-scan camera and the object.
In this paper, a more general GTM of the line-scan camera is proposed, which can represent the geometric transformation relationship of the image when the line-scan camera with any initial poses and any motion directions scans the object. Based on the imaging model of the line-scan camera, the geometric changes of the object with different motion directions in the image are analysed: (i) the object will undergo a shear change in the image caused by the camera moving along the $x$-axis of the camera coordinate system; (ii) the object will have a scale change perpendicular to the sensor in the image caused by the camera different motion speed along the $y$-axis
of the camera coordinate system; and (iii) the object will undergo a hyperbolic arcs change in the image caused by the camera moving along the $z$-axis of the camera coordinate system. To verify the correctness of the model, a line-scan image acquisition system is built. The correctness of the GTM proposed in this paper is verified by the registration experiment of images acquired under the arbitrary relative motion direction between the line-scan camera and the object. At the same time, the registration results of line-scan images show that the proposed model is reduced to the eightparameter line-scan image GTM when the relative motion direction between the line-scan camera and the object is parallel, which means the eight-parameter GTM is a particular case of our model and our model is more general.

Our contributions are listed as follows:

1. A general geometric transformation model of the line-scan image is established. It is suitable for the registration problem of images collected by the line-scan camera under different initial poses and relative motion directions. In practical applications, the line-scan camera needs neither to match the motion speed with the sampling frequency nor to strictly adjust the pose and relative motion direction. The geometric difference caused by the above factors can be eliminated based on the proposed model in this paper so that the applications of the line-scan camera are extensive and convenient.
2. The geometric changes caused by the different relative motion directions are analysed, including the common geometric transformation of shear and scale in the area-scan camera, and the unique hyperbolic arcs transformation of the line-scan camera.
3. A line-scan acquisition system is built to collect the image with the different imaging poses and relative motion directions, which not only verifies the correctness and the general of the proposed model but also provides a data set for the registration of the line-scan image.

## 2 The general geometric transformation model of the line-scan image

### 2.1 The imaging model of the line-scan camera

Imaging is the process that the coordinate points in the three-dimensional (3D) world are mapped to the two-dimensional (2D) image plane [25]. Firstly, it is necessary to establish a world coordinate system in the 3D world and a camera coordinate system which takes the optical centre of the camera as the origin. Then, the points in the world coordinate system are transformed into the camera coordinate system through coordinate transformation. The coordinate transformation relationship is represented by the rotation matrix $\boldsymbol{R}$ and the translation vector $\boldsymbol{T}$ which are called the external camera parameters [26]. According to the pinhole imaging principle, points in the camera coordinate system are projected to the imaging plane coordinate system [27]. Generally, the imaging plane coordinate system takes the upper left corner of the image as the origin, and the points mapped to the imaging plane coordinate system need to be translated according to the offset of horizontal and vertical. These
parameters used to describe the transformation from the camera coordinate system to the image plane coordinate system are called internal camera parameters.

The imaging model of the area-scan camera is obtained by combing the twice coordinate transformations of the points in the 3D. However, the imaging model of the linescan camera is different from that of the area-scan camera in two aspects. First, there is a relative motion between the line-scan camera and the object, which means that the coordinate transformation relationship between the world coordinate system and the camera coordinate system is not fixed. It is necessary to establish the relationship between the camera coordinate system at any sampling time and the camera coordinate system at the time $t=0$ based on the sampling time and relative motion velocity [28]. Second, the line-scan camera collected an image that is one pixel high, which means that the points in the world coordinate system mapped to the horizontal axis of the image coordinate system conform to the perspective projection relation of the pinhole principle and the vertical axis of the image coordinate system is determined by the camera's motion speed and sampling frequency. Therefore, the imaging model of the line-scan camera [29] is:

$$
\left(\begin{array}{c}
w u  \tag{1}\\
v \\
w
\end{array}\right)=\left(\begin{array}{ccc}
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\end{array}\right)\left(\begin{array}{c}
X \\
Y \\
Z \\
1
\end{array}\right)
$$

where $(X, Y, Z)$ is a point in the world coordinate system, $(u, v)$ is the coordinate of the point mapped to the image, $w$ is a scale factor, $\boldsymbol{R}$ and $T$ represent the rotation matrix and the translation vector, respectively, $\left(v_{x}, v_{y}, v_{z}\right)$ is the relative movement speed between the camera and the object, $F$ is the sampling frequency of the camera, $f$ is the principal distance and $p_{u}$ is the principal point offset in the sensor direction.

### 2.2 The geometric variation caused by the motion direction change of the line-scan camera

The variations of the internal parameters and external parameters in the camera imaging model will make the point in the world coordinate system change its position in the image. The former variation means the image is taken by different devices, while the latter variation means the image is acquired under different imaging poses of the camera. According to the imaging model of the line-scan camera, i.e. Equation (1), the position of the 3 D world point mapped in the image will also be changed by the variation of the velocity. Figure 1 summarizes the geometric variations of the object when the motion velocity of the camera changes. These images are all simulated by the line-scan camera imaging model and the simulation process is as follows. Firstly, the world coordinate system is established by taking an image containing the checkerboard pattern as the imaging object. The distance represented by each pixel is set, and the internal and external parameters of the line-scan camera imaging system are determined. Secondly, the velocity $\left(v_{x}, v_{y}, v_{z}\right)$ is given, and the points of the checkerboard image in the world coordinate system are mapped to the coordinate system of the line-scan image according to the imaging model of line-scan camera, i.e. Equation (1). Finally, the grey value of the simulated image is obtained by bilinear interpolation. By changing $\left(v_{x}, v_{y}, v_{z}\right)$, the


Fig. 1 The effects of line-scan camera motion velocity variation on imaging. a Original picture, the camera speed is $\left(v_{x^{\prime}}, v_{y \prime}, v_{z}\right)=\left(0, v_{1}, 0\right) ; \mathbf{b}, \mathbf{c}$ the motion velocity of the line-scan camera is $0.1 v_{1}$ and $-0.1 v_{1}$ in the $x$-axis of the camera coordinate system, respectively, i.e. $\left(v_{x^{\prime}}, v_{y^{\prime}}, v_{z}\right)=\left(0.1 v_{1}, v_{1}, 0\right)$ and $\left(v_{x^{\prime}}, v_{y^{\prime}} v_{z}\right)=\left(-0.1 v_{1}, v_{1}, 0\right)$; $\mathbf{d}$, $\mathbf{e}$ the motion velocity of the line-scan camera increases or decreases in the $y$-axis of the camera coordinate system, i.e. $\left(v_{x}, v_{y}, v_{z}\right)=\left(0,1.2 v_{1}, 0\right)$ and $\left(v_{x}, v_{y}, v_{z}\right)=\left(0,0.92 v_{1}, 0\right) ; \mathbf{f}, \mathbf{g}$ the motion velocity of the line-scan camera is $0.12 v_{1}$ and $-0.12 v_{1}$ in the $z$-axis of the camera coordinate system, respectively, i.e. $\left(v_{x}, v_{y}, v_{z}\right)=\left(0, v_{1}, 0.12 v_{1}\right)$ and $\left(v_{x}, v_{y}, v_{z}\right)=\left(0, v_{1},-0.12 v_{1}\right)$
simulation results of the object captured by the line-scan camera under different relative motion velocities can be achieved.
Figure 1a is the image obtained by the line-scan camera under ideal conditions that the imaging plane of the camera is parallel to the object plane and the motion direction of the camera is perpendicular to the imaging sensor, that is, the motion velocity of the line-scan camera in the camera coordinate system is $\left(v_{x}, v_{y}, v_{z}\right)=\left(0, v_{1}, 0\right)$. When the line-scan camera has a velocity along the direction of the sensor, i.e. $v_{x} \neq 0$, the object will be shifted along the direction of the sensor in each sampling of the line-scan camera. However, since the collected columns are directly spliced, the object appears as a shear transformation in the image, as shown in Fig. 1b, c. It should be noted that the shear transformation of the imaging object will appear in the line-scan image when $v_{x} \neq 0$. This is independent of the parameters selected in the simulation imaging, i.e. 0.1 and -0.1 . The value of the parameter can only affect the degree of shear transformation, and the exact values used in the paper are only for the observation convenience of the simulation results. The same is true for the parameters selected in the subsequent simulation process. When the $v_{y}$ becomes larger, since the sampling frequency $F$ is unchanged, the total sampling numbers of the object will be decreased so that it will scale down along the $v$-axis in the image, as shown in Fig. 1d. Conversely, when the $v_{y}$ is reduced, the object will scale up along the $v$-axis in the image, as shown in Fig. 1e. If there is a nonzero velocity along the optical axis, it is clear that the camera with motion will be towards or away from the object. Obviously, the magnification factor of each sampling will become larger or smaller with the distance closer or farther between the camera and the object which makes the straight contour of the object mapped to hyperbolic arcs in the image [30], as shown in Fig. 1f and g.

In our previous research, a line-scan image GTM with eight parameters was established, which ignored the motion of the line-scan camera along the optical axis, i.e. $v_{z}=0$. In this scenario, the relative motion direction is parallel to the object plane. No matter how the pose of the camera changes, the distance between the optical centre of the camera and the object does not change with the relative motion. As shown in Fig. 2a, line-scan camera collects a planar object with parallel motion direction. The distances $z_{1}, z_{2}$ and $z_{3}$ between the optical centre of the camera and the object at times $t_{1}, t_{2}$ and $t_{3}$ do not change with the movement of the camera. In this case, the eight-parameter GTM can be used to express the geometric transformation relationship of the line-scan image acquired under different imaging poses. On the contrary, in the case of the arbitrary relative motion direction, the distance between the optical centre and the object will be changed with the possible motion along the optical axis. As shown in Fig. 2b, the line-scan camera collects the planar object at times $t_{1}, t_{2}$ and $t_{3}$, respectively. However, the component of its motion velocity in the $z$-axis will lead to $z_{1}, z_{2}$ and $z_{3}$ differences. At this time, the geometric changes as shown in Fig. 1f, g are thus generated in the linescan images of the object. Both the projection transformation model of the area-scan image and the eight-parameter GTM of the line-scan image cannot achieve the geometric alignment of the line-scan image in this case.

### 2.3 Derivation of the general geometric transformation model of the line-scan image

The object is collected by the two different cameras with different initial poses and motion directions, as shown in Fig. 3. According to Eq. (1), the imaging models for linescan camera I (LSC I) and line-scan camera II (LSC II) can be expressed as:
$\left\{\begin{array}{l}\text { LSC } I:\left(\begin{array}{c}w_{1} u_{1} \\ v_{1} \\ w_{1}\end{array}\right)=\left(\begin{array}{ccc}f_{1} & 0 & p_{u_{1}} \\ 0 & F_{1} & 0 \\ 0 & 0 & 1\end{array}\right)\left(\begin{array}{ccc}1 & -\frac{v_{x_{1}}}{v_{y_{1}}} & 0 \\ 0 & \frac{1}{v_{y_{1}}} & 0 \\ 0 & -\frac{v_{z_{1}}}{v_{y_{1}}} & 1\end{array}\right)\left(\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0\end{array}\right)\left(\begin{array}{cc}R_{1} & T_{1} \\ 0 & 1\end{array}\right)\left(\begin{array}{c}X \\ Y \\ Z \\ 1\end{array}\right) \\ \operatorname{LSC} I I:\left(\begin{array}{c}w_{2} u_{2} \\ v_{2} \\ w_{2}\end{array}\right)=\left(\begin{array}{ccc}f_{2} & 0 & p_{u_{2}} \\ 0 & F_{2} & 0 \\ 0 & 0 & 1\end{array}\right)\left(\begin{array}{ccc}1 & -\frac{v_{x_{2}}}{v_{y_{2}}} & 0 \\ 0 & \frac{1}{v_{y_{2}}} & 0 \\ 0 & -\frac{v_{z_{2}}}{v_{y_{2}}} & 1\end{array}\right)\left(\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0\end{array}\right)\left(\begin{array}{cc}R_{2} & T_{2} \\ 0 & 1\end{array}\right)\left(\begin{array}{c}X \\ Y \\ Z \\ 1\end{array}\right)\end{array}\right.$


Fig. 2 Distance change from the optical centre to the planar object of the line-scan camera under parallel relative motion direction and arbitrary relative motion direction. a The motion direction of the line-scan camera is parallel to the imaged object; the distance $z_{1}, z_{2}$ and $z_{3}$ from the optical centre to the object does not change with the relative motion. $\mathbf{b}$ The line-scan camera moves in any direction relative to the imaged object; the distance $z_{1}, z_{2}$ and $z_{3}$ from the optical centre to the object changes with the relative motion


Fig. 3 Line-scan camera imaging diagram under different initial poses and motion directions
where $(X, Y, Z)$ is the point on the object plane and $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ are the coordinates of the object plane points mapped to LSC I and LSC II, respectively.
Let the object plane coincide with the $X O Y$ plane of the world coordinate system. In this case, the components of all points on the object in the $Z$-axis of the world coordinate system are 0 . Hence, the components related to $Z$ can be ignored in the imaging model, and the matrices in the imaging models of LSC I and LSC II can be combined to obtain their simplified expressions as follows:

$$
\left\{\begin{align*}
\text { LSC } I:\left(\begin{array}{c}
w_{1} u_{1} \\
v_{1} \\
w_{1}
\end{array}\right) & =\left(\begin{array}{lll}
m_{1} & m_{2} & m_{3} \\
m_{4} & m_{5} & m_{6} \\
m_{7} & m_{8} & m_{9}
\end{array}\right)\left(\begin{array}{c}
X \\
Y \\
1
\end{array}\right)=M\left(\begin{array}{c}
X \\
Y \\
1
\end{array}\right)  \tag{3}\\
\text { LSC } I I:\left(\begin{array}{c}
w_{2} u_{2} \\
v_{2} \\
w_{2}
\end{array}\right) & =\left(\begin{array}{lll}
n_{1} & n_{2} & n_{3} \\
n_{4} & n_{5} & n_{6} \\
n_{7} & n_{8} & n_{9}
\end{array}\right)\left(\begin{array}{c}
X \\
Y \\
1
\end{array}\right)=N\left(\begin{array}{c}
X \\
Y \\
1
\end{array}\right)
\end{align*}\right.
$$

where $m_{1} \sim m_{9}$ and $n_{1} \sim n_{9}$ are the combinations of the internal parameters, external parameters and motion parameters of LSC I and LSC II, respectively.

The elements $m_{1}, m_{2}, m_{4}$ and $m_{5}$ in the matrix $M$ come from a combination of the internal parameter matrix, the motion matrix and the rotation matrix. Since all of these matrices are full rank, the matrix $\left(m_{1}, m_{2} ; m_{3}, m_{4}\right)$ is also full-rank matrix. According to the imaging model of the line-scan camera, we can get $m_{9}=t_{z}-v_{z} t_{y} / v_{y}$. Since the origin of the line-scan camera coordinate system cannot coincide with the origin of the world coordinate system, $m_{9}$ cannot be 0 at any time. Therefore, matrix $M$ has an inverse matrix, and the following form can be obtained:

$$
\left(\begin{array}{c}
X  \tag{4}\\
Y \\
1
\end{array}\right)=M^{-1}\left(\begin{array}{c}
w_{1} u_{1} \\
v_{1} \\
w_{1}
\end{array}\right)=\left(\begin{array}{lll}
M_{1} & M_{2} & M_{3} \\
M_{4} & M_{5} & M_{6} \\
M_{7} & M_{8} & M_{9}
\end{array}\right)\left(\begin{array}{c}
w_{1} u_{1} \\
v_{1} \\
w_{1}
\end{array}\right)
$$

According to Eq. (4), the relation between $w_{1}$ and the image coordinate ( $u_{1}, v_{1}$ ) can be written as:

$$
\begin{equation*}
1=M_{7} w_{1} u_{1}+M_{8} v_{1}+M_{9} w_{1} \Leftrightarrow w_{1}=\frac{1-M_{8} v_{1}}{M_{7} u_{1}+M_{9}} \tag{5}
\end{equation*}
$$

By substituting Eq. (4) into LSC II of Eq. (3), one obtains:

$$
\left(\begin{array}{c}
w_{2} u_{2}  \tag{6}\\
v_{2} \\
w_{2}
\end{array}\right)=N_{3 \times 3} M_{3 \times 3}^{-1}\left(\begin{array}{c}
w_{1} u_{1} \\
v_{1} \\
w_{1}
\end{array}\right)=\left(\begin{array}{ccc}
O_{1} & O_{2} & O_{3} \\
O_{4} & O_{5} & O_{6} \\
O_{7} & O_{8} & O_{9}
\end{array}\right)\left(\begin{array}{c}
w_{1} u_{1} \\
v_{1} \\
w_{1}
\end{array}\right)
$$

where $O_{1} \sim O_{9}$ is the elements of the combined matrix of matrix $N$ and inverse matrix $M$.
By substituting Eq. (5) into Eq. (6), we thus have:

$$
\left\{\begin{array}{l}
w_{2} u_{2}=\frac{O_{1} u_{1}+\left(O_{2} M_{7}-O_{1} M_{8}\right) u_{1} v_{1}+\left(O_{2} M_{9}-O_{3} M_{8}\right) v_{1}+O_{3}}{M_{7} u_{1}+M_{9}}  \tag{7}\\
v_{2}=\frac{O_{4} u_{1}+\left(O_{5} M_{7}-O_{4} M_{8}\right) u_{1} v_{1}+\left(O_{5} M_{9}-O_{6} M_{8}\right) v_{1}+O_{6}}{M_{7} u_{1}+M_{9}} \\
w_{2}=\frac{O_{7} u_{1}+\left(O_{8} M_{7}-O_{7} M_{8}\right) u_{1} v_{1}+\left(O_{8} M_{9}-O_{9} M_{8}\right) v_{1}+O_{9}}{M_{7} u_{1}+M_{9}}
\end{array}\right.
$$

By eliminating $w_{2}$ in Eq. (7), we get:

$$
\left\{\begin{array}{l}
u_{2}=\frac{O_{1} u_{1}+\left(O_{2} M_{7}-O_{1} M_{8}\right) u_{1} v_{1}+\left(O_{2} M_{9}-O_{3} M_{8}\right) v_{1}+O_{3}}{O_{7} u_{1}+\left(O_{8} M_{7}-O_{7} M_{8}\right) u_{1} v_{1}+\left(O_{8} M_{9}-O_{9} M_{8}\right) v_{1}+O_{9}}  \tag{8}\\
v_{2}=\frac{O_{4} u_{1}+\left(O_{5} M_{7}-O_{4} M_{8}\right) u_{1} v_{1}+\left(O_{5} M_{9}-O_{6} M_{8}\right) v_{1}+O_{6}}{M_{7} u_{1}+M_{9}}
\end{array}\right.
$$

$O_{1} \sim O_{9}$ and $M_{1} \sim M_{9}$ are determined by the internal parameters, external parameters and motion parameters of LSC I and LSC II. These parameters have been determined before imaging, so their combinations are constants. $h_{1} \sim h_{12}$ is used to represent the coordinate coefficients of the LSC I in Eq. (8), which can be written in the following matrix form:

$$
\left(\begin{array}{c}
s_{1} u_{2}  \tag{9}\\
s_{1} \\
s_{2} v_{2} \\
s_{2}
\end{array}\right)=\left(\begin{array}{cccc}
h_{1} & h_{2} & h_{3} & h_{4} \\
h_{5} & h_{6} & h_{7} & 1 \\
h_{8} & h_{9} & h_{10} & h_{11} \\
h_{12} & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
u_{1} \\
u_{1} v_{1} \\
v_{1} \\
1
\end{array}\right)
$$

Equation (9) is the GTM of line-scan images in the general form established in this paper. $\left(u_{1}, v_{1}\right)$ and ( $u_{2}, v_{2}$ ) are the pixel coordinates of two line-scan images, $s_{1}$ and $s_{2}$ are the scale factors of image coordinates, and $h_{1} \sim h_{12}$ is the geometric transformation parameters to express the coordinate mapping relationship of two line-scan images. Geometric transformation forms of line-scan images expressed by 12 parameters in the model are shown in Table 1. The parameters in Eq. (9) are determined by the combination of the internal parameters, external parameters and motion parameters during two imaging. However, when estimating the parameters in Eq. (9), prior knowledge of the imaging system parameters is not required. The parameters in Eq. (9) are estimated only according to the information in the two images to be registered.

Table 1 Geometric transformation form of parameters representation in the model established in this paper

| Parameters in Eq. (9) | Geometric transformation form |
| :--- | :--- |
| $h_{1}, h_{10}$ | Scale transformation in horizontal and vertical directions |
| $h_{2}, h_{6}, h_{9}$ | Hyperbolic arcs transformation |
| $h_{3}, h_{8}$ | Shear transformation in horizontal and vertical directions |
| $h_{4}, h_{11}$ | Translation transformation in horizontal and vertical directions |
| $h_{5}, h_{7}, h_{12}$ | Perspective transformation |

The 12-parameter GTM of line-scan image established in this paper is very different from the projection transformation model of area-scan image [31] [see Eq. (10)] and the eight-parameter GTM of line-scan image [24] [see Eq. (11)]. First, the GTM contains the quadratic term of image coordinates, i.e. $u_{1} v_{1}$ term. When the line-scan camera is close to or far from the object, the straight line will be projected into hyperbolic arcs. Second, the horizontal and vertical coordinates of the warped image have independent scale factors. According to the imaging model of the line-scan camera, the image is a perspective projection along the sensor direction and the vertical projection along the motion direction, so the geometric transformation rules of the horizontal and vertical coordinates of the line-scan image are different.

$$
\begin{align*}
& \left(\begin{array}{c}
s u_{2} \\
s v_{2} \\
s
\end{array}\right)=\left(\begin{array}{lll}
h_{1} & h_{2} & h_{3} \\
h_{4} & h_{5} & h_{6} \\
h_{7} & h_{8} & 1
\end{array}\right)\left(\begin{array}{c}
u_{1} \\
v_{1} \\
1
\end{array}\right)  \tag{10}\\
& \left(\begin{array}{c}
s u_{2} \\
v_{2} \\
s
\end{array}\right)=\left(\begin{array}{lll}
h_{1} & h_{2} & h_{3} \\
h_{4} & h_{5} & h_{6} \\
h_{7} & h_{8} & 1
\end{array}\right)\left(\begin{array}{c}
u_{1} \\
v_{1} \\
1
\end{array}\right) \tag{11}
\end{align*}
$$

where $s$ in Eqs. (10) and (11) both is a scale factor of image coordinates.

## 3 Verification method and experimental data

### 3.1 Verification method

The GTM is used to register two images acquired by different cameras, at different times and under different poses. In the image registration process, one image is selected as the template image and the other is selected as the target image. The optimal geometric transformation parameters can be used to warp the target image such that the transformed target image geometrically matches the template image. When the selected GTM cannot satisfy the geometric transformation relation between the template image and the target image, the two images cannot be geometrically aligned. Therefore, the fea-ture-based registration method will be used to align two line-scan images in this paper, and the correctness and generality of the proposed GTM will be illustrated by the registration results.

The process of the feature-based registration method is described as follows. The feature points of the template image and the target image are extracted and then matched according to their information. Ignoring mismatching, each pair of matched feature points can be considered as the same point on the object, and $m$ pairs of matched feature points are obtained. Equation (9) can be rewritten in the following form:

$$
\left\{\begin{array}{l}
u_{2}=h_{1} u_{1}+h_{2} u_{1} v_{1}+h_{3} v_{1}+h_{4}-h_{5} u_{1} u_{2}-h_{6} u_{1} v_{1} u_{1}-h_{7} v_{1}  \tag{12}\\
v_{2}=h_{8} u_{1}+h_{9} u_{1} v_{1}+h_{10} v_{1}+h_{11}-h_{12} u_{1} v_{2}
\end{array}\right.
$$

According to Eq. (12), parameters $h_{1} \sim h_{7}$ and $h_{8} \sim h_{12}$ can be estimated by equations $u_{2}$ and $v_{2}$, respectively. The equation $u_{2}$ contains a maximum of seven parameters, and seven equations need to be combined to solve them. Since each pair of matched feature points only provides one equation, at least seven pairs are required to calculate the geometric transformation parameters of two registered images. Therefore,
different pairs are randomly selected from the matched feature point set $m$ and their coordinates are denoted as $\left(u_{1 i}, v_{1 i}\right)$ and $\left(u_{2 i}, v_{2 i}\right), i=1 \ldots 7$. According to Eq. (12), one gets the following form:

$$
\left\{\begin{array}{l}
h_{1} u_{11}+h_{2} u_{11} v_{11}+h_{3} v_{11}+h_{4}-h_{5} u_{11} u_{21}-h_{6} u_{11} v_{11} u_{21}-h_{7} v_{11} u_{21}=u_{21}  \tag{13}\\
\vdots \\
h_{1} u_{17}+h_{2} u_{17} v_{17}+h_{3} v_{17}+h_{4}-h_{5} u_{17} u_{27}-h_{6} u_{17} v_{17} u_{27}-h_{7} v_{17} u_{27}=u_{27} \\
h_{8} u_{11}+h_{9} u_{11} v_{11}+h_{10} v_{11}+h_{11}-h_{12} u_{11} v_{21}=v_{21} \\
\vdots \\
h_{8} u_{15}+h_{9} u_{15} v_{15}+h_{10} v_{15}+h_{15}-h_{12} u_{15} v_{25}=v_{25}
\end{array}\right.
$$

Equation (13) is rewritten in the matrix form:

Equation (14) can be abbreviated as:

$$
\left\{\begin{array}{l}
A_{1} H_{1}=B_{1}  \tag{15}\\
A_{2} H_{2}=B_{2}
\end{array}\right.
$$

Then, the geometric transformation parameters of the two line-scan images can be obtained by the following formula:

$$
\left\{\begin{array}{l}
H_{1}=A_{1}^{-1} B_{1}  \tag{16}\\
H_{2}=A_{2}^{-1} B_{2}
\end{array}\right.
$$

Due to the extraction error and mismatch of the feature points, the geometric parameters estimated based on inaccurately matched feature point pairs cannot represent the global geometric mapping relationship. To avoid this situation, the geometric transformation parameters of the two images will be solved iteratively in this paper. The registration result based on the geometric transformation parameters estimated by inaccurately matched point pairs has a larger feature point coordinate error. Therefore, the root mean square error of feature point coordinates is taken as the measurement of the optimal estimation of geometric transformation parameters and the geometric parameter corresponding to the minimum value of coordinate error is selected as the optimal geometric transformation parameter. The specific registration process is described in Algorithm 1. The computational complexity of each iteration in Algorithm 1 is analysed in the following. Step 2 takes time $O(n)$, where $n$ is the number of feature point pairs. Step 3 takes time $O\left(n^{3}\right)$ to invert the matrix $A_{1} . M$ feature points in $I_{2}$ are transformed into $I_{1}$, and the computational complexity is $O(n M)$ in step 4. Time $O(M)$ is taken in step 5 . Therefore, the total computational complexity of each iteration is $\mathrm{O}\left(n^{3}+n M\right)$.

```
Algorithm 1: The line-scan image registration process based on the GTM established in this paper.
Input: two line-scan images which denoted as template image \(I_{1}\) and target image \(I_{2}\); iteration number iter;
1. Extracted and matched the feature points in line-scan image \(I_{1}\) and line-scan image \(I_{2}\), the number of
matched feature point pair is \(m\);
for \(i=1\) :iter
    2. Randomly selected 7 different matched feature point pairs from \(m\);
    3. Calculated the parameters \(g_{i}\) in the GTM according to Eq. (14) and Eq. (16);
    4. Transformed the feature point coordinates of \(I_{2}\) to the coordinate system of \(I_{1}\) according to \(g_{i}\);
    5. Calculate the sum of the root mean square error of the coordinates between the transformed feature
points of \(I_{2}\) and its corresponding feature points in \(I_{1}\), denoted as erri;
end
6. The \(g_{i}\) corresponding to the minimum error in err \(_{i}\) is the optimal geometric transformation parameters of
line-scan image \(I_{1}\) and line-scan image \(I_{2}\).
Output: The geometric transformation parameter \(g_{i}\) of line-scan image \(I_{1}\) and line-scan image \(I_{2}\).
```


### 3.2 Experimental data

To verify the correctness of the GTM established in this paper, a line-scan image acquisition system was built. The system is composed of a one-dimensional motion platform, a line-scan camera, a tripod and a planar object. The line-scan images can be obtained by the line-scan camera under different initial poses and different motion directions. The pose of the line-scan camera and motion velocity are adjusted before each imaging which makes the different geometric deformation of the object in the line-scan images. The model established in this paper can eliminate the geometric changes caused by these different imaging parameters. These imaging parameters need not be taken as prior knowledge, nor do they have any limitations on the process of estimating parameters in Algorithm 1. The checkerboard pattern is selected as the planar object in this paper since the feature points in this pattern are rich and evenly distributed. The feature points can be extracted with high accuracy, and the distribution is regular to avoid the mismatching of feature points. The influence of feature point extraction error and mismatch on the registration result can be reduced to verify the correctness of the established model with the checkerboard pattern line-scan images.
The tripod and the line-scan camera are placed on the one-dimensional motion platform to realize the arbitrary relative motion direction between the line-scan camera and the object, as shown in Fig. 4a. The motion platform moves uniformly in a straight line, and the object is scanned by the line-scan camera to complete an image acquisition. The imaging poses of the line-scan camera are changed by rotating the tripod, while the motion direction is changed by shifting the one-dimensional motion platform. Figure 5 shows a partial example of the line-scan image collected in this scenario, and the geometric transformation of the hyperbolic arc form is generated in the image.
The line-scan camera is fixed on the tripod and placed on the ground, and the planar object is placed on the one-dimensional motion platform. The parallel relative motion direction between the line-scan camera and the object can be realized, as shown in Fig. 4b.


Fig. 4 Line-scan image acquisition system. a The line-scan camera scans the object under different initial poses and motion directions; $\mathbf{b}$ The line-scan camera scans under different initial poses and parallel motion directions relative to the planar object


Fig. 5 Line-scan images collected by the line-scan camera under different initial poses and motion directions


Fig. 6 Line-scan images collected by the line-scan camera under different initial poses and parallel motion direction relative to the planar object

The object passes in front of the camera at a constant speed on the platform to complete an image acquisition and the different poses of the camera are achieved by rotating and shifting the tripod. Figure 6 shows image examples of the checkerboard collected using the acquisition system in Fig. 4b. Due to the different imaging poses of the camera, the checkerboard pattern presents different geometric shapes in the images.

## 4 Experimental results

### 4.1 Model validation based on our data

The GTM of the line-scan image established in this paper is compared with the eightparameter GTM of the line-scan image (Eq. (11), short for eight-parameter model in the following paper) and the projection transformation model of the area-scan image (Eq. (10), short for projection model in the following paper). The former model is the only one that conforms to the geometric transformation law of the line-scan image, while the latter is the model that can represent the most complex geometric transformation of area-scan images. Line-scan images collected under two scenarios in Fig. 4 are selected as the experimental data. These three GTMs are used to, respectively, register the line-scan image pairs, and each registered image pair comes from the same scenario. In the scenario that the line-scan camera scans the object under the arbitrary relative motion direction, 31 line-scan images are collected, that is, 465 image pairs to be registered; in the scenario that the relative motion direction parallel to the object, 20 line-scan images are collected, that is, 190 image pairs to be registered. The method in Ref. [32] is used to extract the feature points in the checkerboard pattern line-scan images.
The registration method of the eight-parameter model and projection model is the same as that in Algorithm 1. In the eight-parameter model, $h_{7}$ and $h_{8}$ are only related to $u_{2}$ so there are five unknown parameters in $u_{2}$ and three unknown parameters in $v_{2}$. Therefore, five matching feature point pairs are needed to solve the parameters in the eight-parameter model. The parameters in the projection model can be solved by combining $u_{2}$ and $v_{2}$, as $h_{7}$ and $h_{8}$ are both related to them. Since each matching feature point pair can provide two equations, four pairs are needed to solve the parameters in the projection model. The number of iterations is set to 100,000 to expect that the estimation of parameters in each model can get better results. The registration results based on different GTMs will be evaluated from subjective and objective aspects. Subjectively, the target image is transformed to the coordinate system of the template image according to the optimal geometric transformation parameters, and their overlapped image and feature points are drawn. The registration results can be evaluated by observing intuitively the positions of checkerboard intersections in the same coordinate system. If two images are geometrically aligned, the intersections in the two images will also coincide in the same coordinate system. Objectively, the mean error (ME), the root mean square error (RMSE) and the correctly matched rate (CMR) of the image feature point coordinates are calculated. CMR is calculated according to Eq. (17), where $m$ is the pair numbers of the feature points and $m_{\text {in }}$ is the number of geometric errors of feature point coordinates in $m$ that are less than 1 pixel after registration. Since the feature points in the checkerboard pattern are evenly distributed, the higher CMR, the better the global registration accuracy. Meanwhile, the computational time of the registration process based on the different GTMs is recorded. The correctness of the GTM established in this paper is quantified through these statistical indexes.

$$
\begin{equation*}
\mathrm{CMR}=\frac{m_{\mathrm{in}}}{m} \tag{17}
\end{equation*}
$$

### 4.1.1 Image registration results collected under different motion directions

Part figure a in Fig. 5 is selected as the template image, and part figures b-d in Fig. 5 are selected as the target images. Table 2 shows the ME, RMSE and CMR of the feature point coordinate and the computational time of the registration. It can be seen that the ME and RMSE of the feature point coordinate after registration using the proposed GTM are the smallest. Both errors are less than 0.5 pixels, so the geometric alignment accuracy of line-scan images is very high. The ME and RMSE of feature point coordinates are between 1 and 3 pixels after registration with the eight-parameter model and are greater than 11 pixels after registration using the projection model. This means that the two images based on these two GTMs are not geometrically aligned. The CMR of the three image pairs after registration based on the model proposed in this paper is nearly $100 \%$. It indicates that the three image pairs have very high-precision global geometric alignment. On the contrary, the CMR registered based on the other two GTMs is lower than 33\%.
Figure 7 lists the box plot of statistic indexes after registration of all images collected in the scenario of Fig. 4a. It can be seen that the ME and RMSE of 465 image pairs registered based on the proposed model are very small. It can be concluded that the registration accuracy is high and the proposed model can be used to express the geometric transformation relationship of line-scan images collected in this scenario. Figure 7c shows the CMR of feature points after the registration of three GTMs. The CMR of 75\% of 465 image pairs registered by our model is nearly $100 \%$, and the lowest CMR is also around $80 \%$. On the contrary, the other two models cannot represent the geometric transformation law of the images collected in this scenario, and the CMR of $75 \%$ of 465 image pairs is under $80 \%$ and the lowest CMR is even close to $0 \%$. Since there are more parameters to be solved in the model established in this paper, it takes more time to register the line-scan images compared with the other two GTMs, as shown in Fig. 7d. However, only the proposed GTM can align the image collected in this scenario.
Figure 8 shows the coincidence situation of feature point pairs registered based on three GTMs, and the accuracy of registration results is intuitively presented. The first column in Fig. 8 is the registration results based on the GTM established in this paper. It can be seen that the feature points in the target image almost coincide with the feature points in the template image, which means that the coordinate error between the feature

Table 2 Coordinate error statistics of feature points registered based on three GTMs and their computational time

| Registration pairs | Geometric transformation model | ME | RMSE | CMR (\%) | Time/s |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Figure 5a, b | Our proposed model | $\mathbf{0 . 3 3 1}$ | $\mathbf{0 . 3 3 2}$ | $\mathbf{1 0 0}$ | 55.51 |
|  | Eight-parameter model | 1.880 | 1.885 | 32.12 | 51.93 |
| Figure 5a, c | Projection model | 11.234 | 12.564 | 1.56 | $\mathbf{5 0 . 6 3}$ |
|  | Our proposed model | $\mathbf{0 . 4 3 8}$ | $\mathbf{0 . 4 9 3}$ | $\mathbf{9 6 . 1 8}$ | 55.61 |
|  | Eight-parameter model | 2.539 | 2.573 | 12.85 | 51.99 |
| Figure 5a, d | Projection model | 11.457 | 13.281 | 2.78 | $\mathbf{5 0 . 7 1}$ |
|  | Our proposed model | $\mathbf{0 . 2 5 6}$ | $\mathbf{0 . 2 7 1}$ | $\mathbf{1 0 0}$ | 55.63 |
|  | Eight-parameter model | 2.468 | 2.550 | 17.19 | 52.15 |
|  | Projection model | 11.044 | 12.502 | 1.91 | $\mathbf{5 0 . 6 4}$ |
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Fig. 7 The box plots of the coordinate error statistics of feature points after registration and the registration computational time of 465 line-scan image pairs. a ME of feature point pairs, $\mathbf{b}$ RMSE of feature point pairs, $\mathbf{c}$ CMR of feature point pairs, $\mathbf{d}$ computational time


Fig. 8 Overlap degree of feature points after registration using three GTMs. First column: the registration results based on the GTM established in this paper. Second column: the registration results based on the eight-parameter model. Third column: the registration results based on the projection model. The feature points in the box are not alignment. $\mathbf{a}-\mathbf{c}$ The registration result of Fig. 5 a and $\mathrm{b}, \mathbf{d}-\mathbf{f}$ The registration result of Fig. 5a and $c, \mathbf{g}$-i The registration result of Fig. 5a and $d$
points is small and the proposed model gives excellent geometric alignment accuracy. The second and the third columns of Fig. 8 are the registration results based on the eight-parameter model and projection model, respectively. The feature points of the template image do not coincide with the feature points of the target image, which indicates that they are not geometrically aligned. It also indicates that these two GTMs do not conform to the geometric transformation law of images acquired in the scenario that the relative motion between the line-scan camera and the object is arbitrary direction.

### 4.1.2 Image registration results collected under parallel motion direction

The model established in this paper is based on the changes in poses and motion directions, which should contain the geometric transformation relationship of the eightparameter model. In this subsection, the proposed model and the eight-parameter model will be used to register the line-scan image acquired under parallel motion direction relative to the planar object and verify whether it can realize the registration of the image acquired in this scenario.
Part figure a in Fig. 6 is selected as the template image, and part figures b-d in Fig. 6 are selected as the target images. Table 3 shows the statistical errors of feature point coordinates after registration and computational time of the sample image in Fig. 6 based on two GTMs, respectively. As shown in Table 3, the ME and RMSE of the feature point coordinates are both less than 1 pixel. CMR also shows that the two models both have high global registration accuracy for the image acquired in this scenario. In terms of computational time, the model established in this paper still needs more time to solve. The first row of Fig. 9 is the registration result based on the proposed model, and the second row is based on the eight-parameter model. As can be seen from the registration results, the coincidence of feature point pairs which are transformed into the same coordinate system is very high. It is difficult to intuitively distinguish which model has a higher accuracy of registration. It means that the GTM established in this paper contains the geometric transformation law described by the eight-parameter line-scan image GTM.

Figure 10 shows the statistical error of the feature point coordinates after registration and computational time of all images collected in the scenario of Fig. 4b. Although the ME and RMSE of the feature point coordinates of the 190 line-scan image pairs registered based on the eight-parameter model are less than 1 pixel, the registration accuracy based on the model proposed in this paper is higher. Figure 10c shows the CMR after the registration of 190 line-scan image pairs. It can be seen that the model proposed in this

Table 3 Coordinate error statistics of feature points registered based on two GTMs and their computational time

| Registration pairs | Geometric transformation model | ME | RMSE | CMR (\%) | Time/s |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Figure 6a, b | Our proposed model | 0.178 | 0.155 | $\mathbf{1 0 0}$ | 55.41 |
|  | Eight-parameter model | $\mathbf{0 . 1 5 1}$ | $\mathbf{0 . 1 4 5}$ | $\mathbf{1 0 0}$ | $\mathbf{5 1 . 2 0}$ |
| Figure 6a, c | Our proposed model | $\mathbf{0 . 1 9 8}$ | $\mathbf{0 . 1 7 0}$ | $\mathbf{1 0 0}$ | 57.02 |
|  | Eight-parameter model | 0.479 | 0.509 | 94.27 | $\mathbf{5 1 . 9 2}$ |
| Figure 6a, d | Our proposed model | $\mathbf{0 . 3 5 4}$ | $\mathbf{0 . 3 7 2}$ | $\mathbf{9 7 . 7 4}$ | 57.80 |
|  | Eight-parameter model | 0.449 | 0.437 | 95.83 | $\mathbf{5 3 . 0 6}$ |
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Fig. 9 Overlap degree of feature points after registration using two GTMs. First row: the registration results based on the GTM established in this paper. Second row: the registration results based on the eight-parameter model. $\mathbf{a}, \mathbf{d}$ The registration result of Fig. 6 a and $\mathrm{b}, \mathbf{b}, \mathbf{e}$ The registration result of Fig. 6a and c, $\mathbf{c}, \mathbf{f}$ The registration result of Fig. 6a and d.


Fig. 10 The box plots of the coordinate error statistics of feature points after registration and the registration computational time of 190 line-scan image pairs. a ME of feature point pairs, $\mathbf{b}$ RMSE of feature point pairs, $\mathbf{c}$ CMR of feature point pairs, $\mathbf{d}$ computational time
paper can also realize the high-precision global registration of line-scan images collected under parallel motion direction scenarios, and its universality has been verified. In order to be fair, the iteration number of the experiment in this paper is set very high and the image registration based on the proposed model requires more computational time, as shown in Fig. 10d. When the iteration number is reduced, the computational time of the two GTMs will be smaller or even negligible.

### 4.2 Registration results on real train line-scan images

In this subsection, train line-scan images are taken as the registration data to verify the correctness of the model established in this paper. As mentioned in introduction, the geometric shape of the train in line-scan images collected by TEDS installed at different railway locations is discrepant. The area in the locomotive is selected as the reference image because its surface is not parallel to the motion direction of the train. As shown in Fig. 11a, d, the distance between the line-scan camera and the train surface is from far to near with movement. The boxes in them are selected as template images, as shown in Fig. 11b and e. Figure 11c and f is the target image to be registered.
RIFT [12] feature points are extracted from train line-scan images, and seven matched feature point pairs are manually selected. Then, the parameters of the GTM established in this paper and eight-parameter model are estimated, respectively. Registration results are presented in the form of pseudo-colour image. Figure 12a and c is the registration result based on our model. The geometric of template images is precisely aligned with the geometric of the warped target images. On the contrary, the registration results


Fig. 11 Train line-scan images. $\mathbf{a}$ and $\mathbf{d}$ are reference images, $\mathbf{b}$ and $\mathbf{e}$ are template images, and $\mathbf{c}$ and $\mathbf{f}$ are target images


Fig. 12 Registration results of train line-scan images. $\mathbf{a}$ and $\mathbf{c}$ are the registration results based on the GTM established in this paper, and $\mathbf{b}$ and $\mathbf{d}$ are the registration results based on the eight-parameter transformation model; the area in the box has no alignment
using the eight-parameter model show that there are still local geometric errors, as shown in the boxes in Fig. 12b and d. The registration results of practical application also demonstrate the correctness and general of the GTM proposed in this paper.

## 5 Conclusions

Considering the geometric changes of the object in the image caused by different initial poses and motion directions of line-scan cameras, a general GTM with 12 parameters based on the imaging model of the line-scan camera is established. The model contains the geometric relationship described by the eight-parameter line-scan image GTM, and the relationship is similar to the affine transformation model and the projection transformation model in the GTM of area-scan images. The biggest difference between the proposed model and the eight-parameter line-scan image GTM is that our model can express the geometric transformation of hyperbolic arcs caused by the relative motion that makes the line-scan camera towards or away from the imaged object. The correctness and general of the proposed GTM are verified by the registration experiments of the line-scan images collected in two scenarios that the line-scan camera moves in arbitrary directions and the relative motion parallel to the object. Furthermore, the accuracy of the real application is also verified by the registration of the train line-scan image. The GTM established in this paper broadens the use conditions of the line-scan camera so that it does not have to move parallel to the object plane and perpendicular to the sensor. It can be more flexible in building the line-scan camera acquisition system in practical applications.

| Abbreviations |  |
| :--- | :--- |
| GTM | Geometric transformation model |
| TEDS | The trouble of moving electric multiple units detection system |
| 3D | Three-dimensional |
| 2D | Two-dimensional |
| LSC I | Line-scan camera I |
| LSC II | Line-scan camera II |
| RIFT | Radiation-variation insensitive feature transform |
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