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Abstract 

Integrated satellite–aerial–terrestrial relay networks (ISATRNs) play a vital role in next-
gen networks, particularly those with high-altitude platforms (HAP). This study 
introduces a new model for hybrid optical/RF-based HAP-enabled ISATRNs, incorpo-
rating reconfigurable intelligent surfaces (RIS) on unmanned aerial vehicles (UAVs) 
to optimize access in dense urban areas. Non-orthogonal multiple access is employed 
for improved spectrum efficiency. The objective is to jointly optimize UAV trajectory, RIS 
phase shift, and active transmit beamforming while considering energy consumption. 
A deep reinforcement learning approach using LSTM-DDQN framework is proposed. 
Numerical results show the effectiveness of our algorithm over traditional DDQN, 
with higher single-step exploration reward and evaluation metrics.

Keywords:  Satellite–aerial–ground integrated networks (SAGINs), Hybrid FSO/RF links, 
Reconfigurable intelligent surface (RIS), Long short-term memory-deep deterministic 
policy gradient (LSTM-DDPG), Deep reinforcement learning (DRL)

1  Introduction
With the development of the tourism industry and aerial communication, aerial technol-
ogy has brought great innovation to the tourism industry, which provides unique and 
unprecedented perspectives and experiences for tourists, and also brings new business 
opportunities to the tourism industry [1]. However, the existing network cannot effec-
tively support the development of aerial technology, on this foundation, integrated satel-
lite–aerial–terrestrial relay networks (ISATRNs) have gained significant attention as a 
potential infrastructure from academia and industry to meet the increasing demands for 
capacity and reliability, which can satisfy the requirements of the urban lives and tourism 
industry [2, 3]. There networks utilize high-altitude-platforms (HAPs) and unmanned 
aerial vehicles (UAVs) to expand a wide service coverage area in various broadband wire-
less communication applications [4–6]. HAPs, including airships and aircraft, operate at 
altitudes of 20–25 km in the stratosphere, providing increased maneuverability. In con-
trast, unmanned aerial vehicles (UAVs) or drones operate at altitudes ranging from a few 
tens to approximately 100 ms above the ground. UAVs offer a favorable air-to-ground 
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channel for direct line-of-sight (LoS) communication with ground cellular equipment. 
This enables reliable wireless connectivity, especially during emergency situations when 
terrestrial networks are overloaded, incapacitated, or completely destroyed. By utilizing 
signal amplification relays, UAVs can swiftly establish communication links, ensuring 
seamless connectivity. The deployment of HAPs and UAVs plays a crucial role in main-
taining effective wireless communication. These aerial platforms effectively bridge com-
munication gaps, facilitating uninterrupted connectivity in challenging environments. 
This capability greatly contributes to efficient emergency response and enhances overall 
communication systems.

On the one hand, free-space optical (FSO) communication is expected to fulfill the 
requirements for next-generation ISATRNs that demand high-speed and highly secure 
connections. FSO technology offers several advantages, such as high-bandwidth capac-
ity, no spectrum license requirements, high immunity to interference, compatibility 
with radio frequency (RF) communication, and easy installation. However, FSO trans-
mission is vulnerable to atmospheric turbulence, which can significantly reduce system 
performance. Additionally, because FSO communication depends on free space for sig-
nal transmission, obstacles can obstruct the optical signals, leading to non-line-of-sight 
transmission challenges [7]. To overcome the connectivity challenges in the “last-mile,” 
introducing an asymmetric hybrid multi-hop RF/FSO transmission infrastructure is 
being considered as a promising solution within existing wireless systems. By leverag-
ing the strengths of both RF and FSO technologies, this system can provide extensive 
coverage and high-bandwidth connectivity, contributing to the construction of a robust 
wireless network while mitigating the limitations of FSO communications. The hybrid 
infrastructure can enable seamless switching between RF and FSO technologies, maxi-
mizing the benefits of each and reducing dependence on a single type of communica-
tion technology. In [8], the authors discussed the effect of different system parameters 
on the system outage probability and average bit error rate in UAV-enabled multi-hop 
FSO-based transmission systems

Considering that the downlink of ISATRNs can be severely degraded in urban envi-
ronments because the channel suffers from severe penetration loss. Meanwhile, to 
facilitate the implementation of emerging services and industrial advancement, future 
wireless communication networks will offer converged services encompassing com-
munication, perception, and computation, commonly referred to as communication-
sensing-computing. As a significant technology option for 6 G, reconfigurable intelligent 
surfaces (RISs) demonstrate the capability in communication, perception, and computa-
tion domains. Moreover, they hold the potential to establish an integrated system that 
combines communication, sensing, and computation, which has garnered substantial 
attention in recent years. RIS, as an extension of metasurface materials, has been pro-
posed to be applied in the field of communication, whose overall purpose is to intelli-
gently reconfigure the signaling wireless environment [9–11]. Besides, non-orthogonal 
multiple access (NOMA) technology makes efficient use of the available spectrum by 
using non-orthogonal transmission with allocated user transmit power at the transmit-
ter side and applying successive interference cancelation (SIC) at the receiver side [12, 
13]. The authors in [14] conducted the performance of downlink MIMO-NOMA sys-
tems with discrete phase-shifted distributed RIS support. A comprehensive framework 
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was developed to facilitate three access modes, aiming to mitigate intra-cluster inter-
ference effectively. Theoretical analysis was explored to derive the outage probability of 
the involved cascade channel under various scenarios. Additionally, experimental simu-
lations were performed to validate the efficacy of the proposed scheme. Inspired by the 
strategy of fixed multiple RISs working together, researchers have gradually shifted their 
attention to mobile RISs for higher degrees of freedom. A notable approach, as discussed 
in [15], entails the deployment of RIS on mobile UAVs. The authors provided empirical 
evidence to support the efficacy of this approach, exemplifying the considerable advan-
tages offered by utilizing UAVs equipped with RIS to enhance signal reflection cover-
age. According to the experimental results, the mobile RIS scheme can provide more 
flexible reflection strategies and the application scenarios can be more generalized. In 
mobile multiplexed schemes that combine RIS with FSO/RF hybrid transmission tech-
niques, the integration of NOMA within the ISATRN necessitates meticulous atten-
tion to several key factors during the signaling process [16]. These include the design of 
active beamforming for transmission, RIS phase-shift control, and UAV trajectory. Tak-
ing these factors into account is crucial to achieve optimal system performance in terms 
of signal transmission and coverage, but due to their high-dimensionality and non-con-
vexity, they are difficult to solve using traditional iterative optimization algorithms or 
require significant computational resources. Simultaneously, deep reinforcement learn-
ing (DRL) techniques are demonstrating remarkable capabilities in various domains, 
owing to their real-time interaction with the environment. As a result, researchers are 
progressively shifting their focus toward leveraging DRL for the optimization of commu-
nication performance. The authors in [17] have addressed the problem of performance 
optimization in a scenario where UAVs move within RIS-assisted ISATRNs. They have 
formulated a multi-objective optimization problem and designed a multidimensional 
reward function to optimize the phase configuration objective. The experimental results 
indicate that this approach can be readily extended to other scenarios. To the best of 
our knowledge, there are no existing studies on accurate signal transmission from satel-
lites to ground devices using RIS-aided ISATRNs incorporating hybrid FSO/RF modes. 
Furthermore, joint beamforming design using an extended DRL algorithmic framework 
has not been explored. These challenges motivated the focus of our research paper and 
contributed significantly to the advancement of this field.

In the context of mobile multiple RISs and FSO/RF hybrid scenarios, optimizing 
the signal transmission of ISATRNs using non-orthogonal multiple access (NOMA) 
requires careful consideration of several factors [16]. These include the design of active 
beamforming for transmission, RIS phase-shift control, and UAV trajectory planning. 
Taking these factors into account is crucial to achieve optimal system performance in 
terms of signal transmission and coverage. Deep reinforcement learning (DRL) that 
enables the discovery of optimal policies by learning from environmental interactions 
through a trial-and-error process. Instead, it learns from rewards and penalties received 
during its interactions with the environment. The authors in [17] achieved multi-objec-
tive optimization problems by designing multidimensional vectors that corresponded to 
the reward function. These vectors aimed to optimize various factors, including active 
beamforming, passive beamforming, and UAV trajectory constraints. The authors in [18] 
mentioned the use of a dual deep neural network architecture in a supervised learning 
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situation to optimize the RIS phase-shift matrix, and simulations verified the effective-
ness. In [19], the authors discussed the RIS phase-shift optimization problems by using 
the two-delay depth deterministic (TD3)-based method. Numerical results showed that 
the transmit power of this algorithm is essentially the same as the lower bound of the 
transmit power of the streaming optimization algorithm and significantly reduced the 
computational delay. In [20], the authors investigated the use of DRL algorithms to solve 
RIS-assisted multiuser full-duplex secure communication systems with the objective 
of maximizing the total secrecy rate. Through the existing literature, we can summa-
rize that DRL can obtain satisfactory solutions through iterative interaction with and 
learning from dynamic environments. In addition, an appropriate neural network archi-
tecture can greatly improve the performance of DRL-based methods and speed up the 
convergence of neural networks.

This paper focuses on the modeling of downlink transmission in ISTRNs using a 
hybrid FSO/RF transmission approach. To improve the line-of-sight link and enhance 
the service quality for ground users, we assume that the RIS is installed on the UAV’s 
side to provide accurate reflection services. The proposed system model involves joint 
optimization of the transmit beamforming and the RIS phase-shift matrix. We propose a 
modified DRL-based LSTM-DDQN algorithm to solve this optimization problem. Spe-
cifically, the main focus of this paper is as follows.

•	 Firstly, we present a system that enables high-capacity wireless communication from 
a satellite to the ground by employing a hybrid FSO/RF-based transmission mode. 
To address the challenges of operating in an ultra-dense environment, we deploy a 
RIS array on a UAV. This RIS array reflects the signal from HAPs back to the ground 
equipment, effectively mitigating the adverse effects of the high-density environ-
ment. Additionally, the HAP utilizes NOMA technology for transmission to the 
ground, further enhancing the system’s efficiency.

•	 Secondly, to tackle the challenges related to joint active beamforming, and passive 
beamforming in RIS-assisted ISATRNs, we propose the utilization of an advanced 
DRL framework that surpasses the limitations of conventional approaches. Specifi-
cally, we introduce an enhanced LSTM-DDQN algorithm that enables the optimi-
zation of problems in both discrete and continuous environments. This algorithm 
provides a comprehensive solution for the joint optimization, allowing for efficient 
system performance.

•	 Finally, we conduct a thorough validation analysis to showcase the superiority of 
our proposed optimization algorithm in the given system model. Through extensive 
numerical experiments, we provide compelling evidence that the DRL-based solu-
tion outperforms various benchmark solutions. Additionally, we perform a com-
parative analysis between the DDQN algorithm and the LSTM-DDQN algorithm 
to evaluate their respective performances. Specifically, we observe a significant 11% 
improvement in the reward value when utilizing the LSTM-DDQN algorithm com-
pared to the traditional DDQN algorithm.

The subsequent sections of this paper are organized as follows. In Sect.  2, we offer a 
comprehensive overview of the NOMA-based system model under consideration, 
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including a detailed description and formulation of the optimization problem. In Sect. 3, 
our focus shifts toward addressing the energy efficiency problem using the DRL-based 
algorithm. Next, in Sect. 4, we present simulation results that highlight the advantages 
of the extended LSTM-DDQN framework. Finally, in Sect.  5, we provide concluding 
remarks summarizing the key findings and potential future research directions. Please 
refer to Table 1 for additional abbreviations used in this paper. It provides a comprehen-
sive list of abbreviations and their corresponding meanings.

2 � Modeling of proposed system and optimization problem
As shown in Fig. 1, a new downlink mixed FSO/RF-enabled ISATRNs system is presented 
for reliable services from satellites to ground equipments (UEs). This mixed system uses 
FSO technology for satellite-to-HAP transmission and RF for HAP-to-UEs communica-
tion. The HAP utilizes NOMA-enabled beamforming with a uniform linear array (ULA) 
composed of Na apertures and Nh antennas to collect optical signals from the satellite. 
Conversely, the UAV is equipped with a single RIS and serves K (K ≤ Nh) mobile UEs [21]. 
Based on the three-dimensional (3D) Cartesian coordinate system, the HAP position is fixed 
at LH = [xH , yH , zH ]

T , while the position of each target UEs is denoted by bk = [xk , yk ] . 

Table 1  Abbreviations

SatCom Satellite communication

ISATRNs Integrated satellite–aerial–terrestrial relay networks

FSO Free-space optics

RF Radio frequency

STNs Satellite terrestrial networks

RIS Reconfigurable intelligent surfaces

SDMA Space division multiple access

NOMA Non-orthogonal multiple access

OP Outage probability

IoT Internet of things

ML Machine learning

DRL Deep reinforcement learning

DDQN Double deep Q-network

LSTM Long short-term memory

DDPG Deep deterministic policy gradient

MIMO Multiple input multiple output

SER System ergodic rate

ULA Uniform linear array

WDM Wavelength division multiplexing

EGC Equal-gain combing

AWGN Additive white Gaussian noise

BF Beamforming

DF Decode-and-forward

SR Shadowed-Rician

SNR Signal-to-noise ratio

FSL Free-space loss

GEO Geosynchronous earth orbit

i.i.d Independent and identically distribution
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The fixed-wing UAV needs to move from its starting point to its destination within a total 
time of Tt , divided into N time slots of duration ςt = Tt/N  . Under the assumptions of block 
fading and constant channel conditions within each time slot, the 3D spatial position of 
the UAV can be represented as q[n] = [x[n], y[n], z[n]]T , n ∈ N = {0, ...,N } . Additionally, 
our proposed system assumes perfect hardware impairments and takes into account other 
related errors to simplify the analysis.

2.1 � Signal transmission model

The transmission process in the proposed system can be analyzed as two separate 
modes. Firstly, during the first phase, the satellite uses optical communication terminals 
and telescopes to transmit optical signals to the HAP. The HAP then receives these sig-
nals through its optical receiving apertures and converts them into electrical RF signals. 
This process is essential for enabling the use of RF communication in the next transmis-
sion phase, which involves the HAP using the ULA and NOMA-enabled beamforming 
techniques to transmit RF signals to the UEs on the ground. Thus, the converted RF sig-
nal in the na th aperture of the HAP can be denoted as

where PS denotes the satellite launch power, ηoe is the conversion coefficient, xS rep-
resents the intensity-modulated optical signal emitted by the satellite, and nq can 
be regarded as additive white Gaussian noise (AWGN) satisfying Nna ∼ CN 0, σ 2

a  . 
In addition, hSH is the scalar channel fading coefficient from the satellite to the HAP, 

(1)yHAP,q =
√

PSηoehSHxS + Nna , na = 1, 2, ..,NA,

Satellite

High-altitude platform

UAV 
charging stations

FSO link

RF link

Strong users

Weak users

Fig. 1  Proposal of hybrid FSO/RF with NOMA-based RIS-UAV relay for HAP-based ISATRNs



Page 7 of 20Li et al. EURASIP Journal on Advances in Signal Processing        (2023) 2023:121 	

which models atmospheric turbulence and pointing errors in the FSO channel. Based on 
these parameters, the output electrical SNR of the combined signal at the HAP can be 
expressed as

where hEGC =
∑Na

na=1 hSH represents the scalar channel fading coefficient of the receive 

aperture ensemble and γ̄H =
[(

PSη
2
oe

)

/Nana
]

 is the average SNR. The SER for the FSO 
link can be expressed as

where BF denotes the FSO transmission link bandwidth.
In the second phase, the HAP uses the NOMA-enabled transmission tech-

nique to transmit RF signal xk(t) with E
[

|xk(t)|
2
]

= 1 to the kth UEs at the tth time 
slot [22]. Recognizing that most users are in remote areas, we utilize a UAV carry-
ing a RIS as a movable reflective platform for service provision instead of traditional 
ground-fixed base stations [23]. We define the phase-shift matrix applied at the RIS as 
� �

[

β1e
jθ1 ,β2e

jθ2 , ...,βme
jθm , ...,βMejθM

]T , where βm ∈ A and θm ∈ � represent the 
reflection amplitude and phase shift, respectively, of the mth element among the M total 
reflective elements [24, 25]. Let hHR ∈ C

M×NH and gRG ∈ C
1×M be defined as the channel 

gains from the HAP to the RIS and from the RIS to the kth IoT device, respectively. The 
gain of the direct transmission link from the HAP to the kth IoT device can be expressed 
as GH

k ∈ C
NH×1 . Then, let all involved channel gains, including the direct channel and the 

reflection channel, denoted as hH1 , ...,h
H
K  , where the combined channel coefficient through 

the RIS experienced by the kth UEs can be expressed as hHk = hHHR�gRG +GH
k  . Thus, the 

received signal can be formulated as

where wk ∈ C
NH×1 denotes the transmit beamforming vector at the HAP and nk repre-

sents AWGN satisfying nk ∼ CN
(

0, σ 2
k

)

 . To maintain the transmit power at the HAP, 
the following constraint must also be imposed:

where Pt represents the total transmit power. The signal-to-interference-plus-noise ratio 
(SINR) γ̃k ,i of the signal for the kth UEs decoded at the ith UEs (i = 1, ..., k , ...,K , k ≤ i) 
can be expressed as

Without loss of optimality, the condition for being able to perform SIC in this model is 
that the ith UE is able to successfully decode the signal for the kth IoT device (k ≤ i ≤ K ) ; 

(2)γH =
PSη

2
oeh

2
EGC

Nana
� γ̄Hh

2
EGC,

(3)RF = BFE
[

log2(1+ γH )
]

= BFE
[

log2

(

1+ γ̄Hh
2
EGC

)]

,

(4)yk =

(

K
∑

k

wkxk

)

hHk + nk , ∀k ,

(5)E
{

tr
{

wx(wx)H
}}

≤ Pt ,

(6)γ̃k ,i =

∣

∣hHi wk

∣

∣

2

∑K
j=k+1

∣

∣hHi wj

∣

∣

2
+ σ 2

k

.
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then, the kth IoT device’s SINR γ̃k can be represented as γ̃k = min
{

γ̃k ,i
}

 . In other words, 
when γ̃k is the minimal value in the γ̃k ,i set, it is guaranteed that the signal for the kth UE 
can be decoded by the user at the ith UE no matter what value it takes to ensure success-
ful implementation of SIC. Thus, the SER for the RF transmission link can be obtained as

where BR denotes the RF-based transmission mode bandwidth. In this setup, the HAP 
employs the decode-and-forward (DF) protocol. This protocol involves the HAP buffer-
ing the received signal and subsequently forwarding it after amplification. Thus, the SER 
can be defined as

2.2 � Channel model

      1) FSO-based satellite-to-HAP channel model: FSO communication technology is a 
potential solution for downlink transmission from the satellite to the HAP, as it provides 
ultrahigh-capacity and secure transmission capabilities over long distances. In contrast 
to traditional optical receivers that rely on single-aperture solutions, the HAP consid-
ered in this paper is equipped with multiple receive apertures, denoted as Na . The Na 
FSO channels can be modeled using various parameters, including the channel attenua-
tion coefficient, pointing error, and link distance, which can be expressed as

where hl = 1
2 (GT + GR − AFS − AATM − Lloss −MS) , with GT , GR , AFS , AATM , Lloss , and 

MS being the transmit antenna gain, receive antenna gain, free-space loss, atmospheric 
attenuation, lenses loss, and system margin, respectively. The Gamma–Gamma distribu-
tion is commonly used to represent the fading parameter ha in an FSO link affected by 
atmospheric turbulence. It is specifically designed to capture the impact of turbulence 
on optical wave propagation. This statistical model is preferred over other turbulence 
models because it incorporates both large-scale fading coefficients and small-scale 
fading factors, which are correlated with atmospheric channel characteristics. Unlike 
alternative models such as log-normal and exponential distributions [26], the Gamma–
Gamma distribution offers several advantages. It accurately describes the intensity of 
atmospheric turbulence and predicts fluctuations in optical intensity under various tur-
bulence conditions, including both strong and weak turbulence. This makes it a suitable 
choice for modeling the atmospheric channel. Additionally, by estimating the parame-
ters of the Gamma–Gamma distribution, we can obtain valuable information about the 
atmospheric channel state eaily.

      2) RF-based RIS-assisted HAP-to-IoT device channel model: To optimize the perfor-
mance of multiuser communication systems that employ RIS, a wide range of innova-
tive communication technologies and techniques must be integrated. By incorporating 
advanced approaches, we can maximize the system’s overall performance and fully leverage 

(7)RR = BR

K
∑

k=1

Rk = BR

K
∑

k=1

E
[

log2(1+ γ̃k)
]

,

(8)R(t) = C(q,w,�,hk , hSH) = min (RF ,RR).

(9)hSH = hlha,
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its capabilities. Some of these approaches include beamforming design, optimal resource 
allocation, and user grouping scheduling, all of which are reliant on accurate channel state 
information (CSI). However, the presence of reflective elements in the RIS introduces com-
plexities in channel estimation, as simultaneous estimation is required for several channels, 
including the direct link between the HAP and each ground UE, the HAP-to-RIS channel, 
and the RIS-to-UEs channel. Accurate channel estimation in multiuser scenarios is chal-
lenging but crucial. With a suitable channel estimation technique, we can assume that the 
global CSI is known for reception purposes, making it easier to implement effective opti-
mization strategies for resource allocation, and user scheduling. Ultimately, these strategies 
can enhance the performance of RIS-assisted multiuser communication systems. The HAP-
to-UEs direct channel vector follows the Nakagami-m distribution and can be expressed as

where gH ,k is the random variable with channel fading severity level. CH ,k represents the 
loss component between the HAP and the UEs, which can be computed as

where GH and Rk are denoted as the transmit antenna gain and the UEs receive antenna 
gain, respectively. ̟  denotes the path loss coefficient, �F denotes the FSO channel wave-
length, and DH ,k represents the signal transmission distance from the HAP to the kth 
UEs.

In addition, A(ϕh, θh) denotes the HAP-to-UEs array steering matrix, and ϕh ∈ [0, 2/π) 
and θh ∈ [0, 2π) are the elevation and azimuth angles, respectively. A(ϕh, θh) can be 
expressed as

where ax(ϕh, θh) and ay(ϕh, θh) denote the horizontal and vertical components of the 
antenna steering vector, respectively, which can be expressed as

where dv and dh represent the physical spacings between adjacent elements of the 
antenna array in the x- and y-axis directions, respectively, and N1 and N2 denote the 
numbers of transmit antennas in the horizontal and vertical directions, respectively, 
which satisfy N1 × N2 = NH . By substituting Eqs.  (13) and (14) into Eq.  (12), we can 
derive the ith component as follows:

(10)GH ,k = CH ,kgH ,kA(ϕh, θh),

(11)CH ,k = GH + Rk +
1

2

(

20 lg �F − 10̟ lgDH ,k − 20 lg 4π
)

,

(12)A(ϕh, θh) = ax(ϕh, θh)⊗ ay(ϕh, θh),

(13)
ax(ϕh, θh) =

[

e−j(2πdv/�)(1−(N1+1)/2) cosϕh cos θh ,

. . . , e−j(2πdv/�)(N1−(N1+1)/2) cosϕh cos θh
]T

.

(14)
ay(ϕh, θh) =

[

e−j(2πdh/�)(1−(N2+1)/2) cosϕh cos θh ,

. . . , e−j(2πdh/�)(N2−(N2+1)/2) cosϕh cos θh
]T

,

(15)
[A(ϕh, θh)]i = [ax(ϕh, θh)]n1

[

ay(ϕh, θh)
]

n2
�
= exp

(

−j(i1 cosϕh sin θh + i2 cosϕh cos θh)
)

,
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where i1 = (2πdv/�)(n1 − (N1 + 1)/2) , n1 = i/N1 , i2 = (2πdh/�)(n2 − (N2 + 1)/2) , and 
n2 = i − (n1 − 1)N1.

Similarly, the HAP-to-RIS channel gain vector can be computed as

where χRD denotes the path loss value at a reference distance and the distance between 

the HAP and the RIS can be denoted as dHR =

√

�LH − q[n]�2 . h̄HR denotes the deter-
ministic LoS link component; h̃HR denotes the random fast-fading non-line-of-sight 
(NLoS) component that are independently and identically distributed. K1 is the Rician 
factor denoting the power ratio between h̄HR and h̃HR . Based on the corresponding 
antenna array response, h̄HR can be written as

where dr denotes the spacing of each reflective element and cosφ =
x[n]−xH

�q[n]−LH� denotes 
the cosine of the angle of arrival (AoA) from the HAP to the RIS [27]. And, the channel 
vector gain from the RIS to the kth UEs can be written as

where βRG denotes the associated path loss index and dRG,k =

√

�q[n]− bk�
2 repre-

sents the distance from the RIS to the kth UEs [28]. Then, ḡRG,k can be computed as

where cosφRG,k =
x[n]−xk

�q[n]−bk�
 denotes the cosine of the angle of departure (AoD) from the 

RIS to the kth IoT device.

2.3 � Energy consumption model

In the designed system model, the energy consumption model is mainly considered for 
UAVs because the communication-related energy consumption is significantly lower than 
the propulsion energy of UAVs. From [29], the flight energy of UAV can be written as

According to [30, 31], the blade profile power consumption PB and induced power con-
sumption PC can be expressed respectively as

(16)hHR =

√

χRD

d2HR

(

√

K1

1+ K1
h̄HR +

√

1

1+ K1
h̃HR

)

,

(17)h̄HR =
[

1, . . . , e−j2π dr
�
cosφ , . . . , e−j2π dr

�
(M−1) cosφ

]T
,

(18)gRG,k =

√

χRG

dRG,k
βRG

(

√

K2

K2 + 1
ḡRG,k +

√

1

K2 + 1
g̃RG,k

)

,

(19)ḡRG,k =
[

1, . . . , e−j2π de
�
cosφRG,k , . . . , e−j2π de

�
(M−1) cosφRG,k

]T
,

(20)PUAV = PB + PC + PD

(21)PB = Ph

(

1+
3V 2

�2
Br

2
R

)

,
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where Ph indicates the consumption of the leaf type in the hovering state, PS is the con-
sumption at the induction state, PD denotes the parasitic power consumption, while 
Table 2 provides a summary of the physical interpretations of the parameters referred to 
in Eqs. (21)–(23). The overall energy consumption model can be computed as

where tfly denotes the entire operating flight time of the UAV.

2.4 � Problem formulation

The aim of this paper is to jointly optimize the active beamforming matrix w of the HAP, 
the passive beamforming reflection matrix � of the RIS, and the trajectory points Q of 
the UAV to maximize the SER. Considering the signal transmission stage and the RIS 
phase modulation constraints, the problem of maximizing the long-term system effi-
ciency can be expressed as follows: 

(22)PC = PS

(
√

1+
V 4

44vi
−

V 2

22vi

)1/2

,

(23)PD =
1

2
df ρasrArV

3,

(24)EUAV(t) = PUAVtfly,

(25a)max
Q,w,�

C(q,w,�,hk , hSH)

(25b)s.t.C1 : E
{

tr
{

wx(wx)H
}}

≤ Pt

(25c)C2 : xmin ≤ x[n] ≤ xmax,

(25d)C3 : ymin ≤ y[n] ≤ ymax,

(25e)C4 :
∑ i = 0

i �= j

K

Lqi ,qj = 1, ∀qi,qj ∈ U ,

Table 2  Abbreviations

Parameter Specific meanings

�B UAV rotor angular velocity

rR Radius of the UAV rotor

ρa Density of air

sr Solidity of UAV rotor

Ar Disk area of UAV rotor

vi Propulsion speed in moving forward

df Fuselage drag ratio

V Current speed
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 where C1 represents the transmit power constraint at the HAP; C2 and C3 correspond 
to the requirement for the UAV to complete its mission within a fixed area; C4 guaran-
tees that the UAV will have only one path into and out of each hovering position, and C5 
represents the phase-shift modulation constraints of the RIS elements [32].

The previous discussion highlights the problem as a constrained combinatorial optimiza-
tion problem. As the number of UEs increases, the complexity of the optimization function 
also escalates, posing challenges for finding feasible solutions using traditional alternating 
optimization algorithms. To tackle this issue, a new approach is introduced in the paper. 
It utilizes the long short-term memory (LSTM) architecture within the framework of the 
double deep Q-network (DDQN) algorithm to obtain tractable solutions for these com-
plex optimization problems. By incorporating LSTM with DDQN, the proposed method 
aims to address the growing complexity and provide efficient solutions to the optimization 
problem.

3 � Joint optimization algorithm approach
In this section, the methodologies employed to address the joint optimization problems is 
represent. Firstly, we provide an introduction to the fundamental principles of LSTM neu-
ral network computation. This serves as a foundation for guiding the solution steps in our 
study. Next, we propose a novel approach based on the LSTM-DDQN framework. This 
approach leverages the information retention capability of LSTM networks to enhance the 
decision-making process of the DDQN algorithm. By integrating LSTM with DDQN, we 
aim to improve the effectiveness of the optimization process, enabling more accurate deci-
sion-making for joint optimization problems.

3.1 � Preliminaries of LSTM

The LSTM network is a type of recurrent neural network known for its ability to retain and 
retrieve information from both short-term memory and long-term memory. This charac-
teristic makes it highly suitable for tasks involving sequential data processing. Central to the 
LSTM architecture is the LSTM cell, which comprises four gates. These gates are governed 
by sigmoid activation functions and regulate the flow of information into the cell. The oper-
ations performed by these gates can be mathematically expressed as 

(25f )C5 :
∣

∣exp
(

jθm
)∣

∣ = 1, ∀m = 1, 2, ...,M,

(26a)f (t) = β

(

Wf ·
[

h(t−1), x(t)
]

+ bf

)

,

(26b)i(t) = β

(

Wi ·
[

h(t−1), x(t)
]

+ bi

)

,

(26c)o(t) = β

(

Wo ·
[

h(t−1), x(t)
]

+ bo

)

,

(26d)C(t) = f (t) × C(t−1)
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 where f (t) represents the forget gate responsible for determining which information in 
the cell state to retain or discard. The input gate, denoted by i(t) , decides which new infor-
mation should be incorporated into the cell state based on the current input and previous 
hidden state. The output gate, o(t) , controls the extent to which the information in the cell 
state is utilized to generate the current output. The weights associated with each gate are 
represented by Wf  , Wi , and Wo while bf  , bi , and bo are the corresponding bias terms. The 
cell state and hidden state at the previous time step are denoted as C(t−1) and h(t−1) . The 
activation functions β(·) and tanh (·) are applied to certain intermediate results.

While the LSTM gates play a crucial role in information flow regulation, the LSTM cell 
also includes control units that enhance its adaptability and flexibility for various tasks. 
These control units enable the LSTM network to adjust the flow of information based 
on the specific requirements of the task at hand. This capability makes LSTM networks 
particularly useful for processing and forecasting time series data, including significant 
events. After passing through the gates and undergoing correlation operations, the input 
information is modified, resulting in the updated unit state C(t) and hidden state h(t) . 
These states are continuously updated by the gating units, which selectively control the 
flow of information into and out of the LSTM cell. By incorporating an LSTM network, 
a UAV (unmanned aerial vehicle) can learn from its previous experiences and make 
informed decisions based on the accumulated knowledge. In our approach, we aim to 
incorporate the LSTM architecture into the construction of deep convolutional neural 
network models to enable long-term memory of the explored environmental state infor-
mation. Prior to integrating the LSTM architecture, the network model can be repre-
sented as follows:

where EncoderProcess(·) denotes the encoding function. On the other hand, the 
decoding process is performed by multilayer fully connected network denoted as 
DecoderProcess(·) . Besides, we use 

(

x(t)
)

 to represent the input observation data, and 
X (t) is an implicit representation of the observed data encoded using a neural network. 
This formulation allows us to capture and utilize the underlying patterns and features of 
the observed data in an efficient manner. By incorporating both the encoding and decod-
ing processes, our model can effectively learn and generate meaningful outputs based on 
the input observations.

3.2 � Algorithm process

This article proposes an improved DDQN algorithm that integrates the LSTM and 
DDQN architectures. The network structure is shown in Fig.  2. The state historical 
information and channel information obtained by the UAV during exploration are used 

(26e)+i(t) × tanh
(

W
(t)
C ·

[

h(t−1), x(t)
]

+ bC

)

,

(26f )h(t) = o(t) × tanhC(t),

(27)







X (t) = EncoderProcess
�

x(t)
�

,

X (t), h(t+1),C(t+1) = LSTM-DDQN
�

X (t), h(t),C(t)
�

,

a(t) = DecoderProcess
�

X (t)
�

,
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as inputs. The state features are extracted through three convolutional layers and then 
passed to an LSTM-DNN layer, which is used for long-term memory and storage of the 
explored environmental states. The LSTM-DNN layer is followed by a second fully con-
nected layer, which outputs Q-values as a basis for choosing among the possible actions.

With the introduction of an LSTM layer into the neural network structure, useful his-
torical state information can be stored in long-term memory, allowing the agent to make 
informed decisions based on past experiences when exploring unknown environments. 
With this neural network, the newly transformed state space s(t)n  can be written as a 
function of the previous state and the current observation. The agent gradually improves 
its policy by adapting its behavior based on the feedback received from the environment. 
By leveraging the MDP framework, the DRL approach allows the agent to learn from its 
interactions with the environment over time and maximize its cumulative reward [33].

1) State space: In deep reinforcement learning (DRL), the state space refers to the col-
lection of all possible states that describe the environment. A state represents the envi-
ronment at a specific moment and encompasses all pertinent information required for 
an intelligent agent to make decisions based on the current circumstances. In this paper, 
we focus on a discrete state space, where the set of possible states is finite, allowing the 
intelligent agent to choose from a limited number of discrete states. The design of the 
state space plays a crucial role in the success of reinforcement learning. It should effec-
tively capture the essential characteristics of the environment, encompassing relevant 
input and target variables. This enables the intelligent agent to accurately perceive and 
adapt to the dynamic changes within the environment, optimizing the effectiveness of its 
strategies. In this paper, the state space consists of the current location of the UAV, the 
channel characteristics, the energy consumed by the UAV, and the action taken in the 
(t − 1) th time step.

2) Action space: In DRL-based optimization framework, the action space represents 
the set of all possible actions that an intelligent agent can take. These actions allow the 
agent to interact with the environment and influence its state by selecting different 
actions. In each time step, the agent is required to select an action from the available 
action space to execute and advance toward its optimization goal. This action selection 
process enables the agent to gradually move closer to achieving its desired outcome. 
Through the utilization of techniques like deep neural networks, the agent can learn the 
mapping between states and actions, enabling it to make optimal decisions. The design 

Input Layer

Observations

Conv Layer
Fully-connected layer

LSTM-DNN
Fully-connected layer

Output Layer

Q-value

Fig. 2  The improved network structure of LSTM-DDQN algorithm
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of the action space is intricately connected to the agent’s strategy and decision-making 
process, significantly impacting the achievement of reinforcement learning objectives. 
The action space consists of three parts, the change in the phase shift of each reflective 
element, the change in the values of the transmit beamforming matrix, and the change 
in the UAV’s position. By considering the existing conditions, the agent makes informed 
decisions to select the most appropriate action that aligns with its goals and objectives.

3) Reward: The reward function refers to the spectrum of feedback signals received 
by an intelligent agent based on its actions. Rewards serve as a measure to evaluate the 
quality of the agent’s behavior and act as a feedback mechanism to indicate whether it 
is progressing toward its optimization goal. They can be represented as real numbers, 
reflecting the desirability of the agent’s actions. Positive rewards typically signify favora-
ble feedback, encouraging the agent to reinforce and increase such behavior. Conversely, 
negative rewards indicate unfavorable feedback, prompting the agent to avoid or dimin-
ish those actions. Zero rewards may represent neutral feedback without significant 
influence on the agent decision-making process. In this paper, we consider reward func-
tions with respect to the SER [34], R(t) , and includes the transmit beamforming matrix, 
the RIS phase shifts, the UAV position, and the direction of motion selection for UAV, 
denoted as

where the environment provides feedback to the agent in the form of a reward/penalty 
function. In this paper, we propose a reinforcement learning framework to enhance the 
overall energy efficiency (EE) of the system by incentivizing the agent to select actions 
that improve performance. When the agent chooses actions that lead to improved EE, 
it receives positive rewards from the environment. This reinforcement mechanism rein-
forces the agent’s behavior, encouraging it to repeat similar actions in the future. To 
address the optimization problem using the LSTM-DDQN algorithm, we follow several 
steps. Firstly, we initialize the hyperparameters of the LSTM network and the environ-
mental parameters in the communication scenario. The initial coordinates of the UAV 
and RIS phase shifts are used to calculate the channel coefficients and determine the 
user rate of the current state. Next, we feed the state information into the LSTM net-
work and employ selection operations to obtain the next state. To further improve the 
algorithm’s performance and efficiency in solving optimization problems that involve 
transmit beamforming, RIS phase shift, and UAV trajectory design, we integrate the pri-
oritized experience replay strategy with the LSTM architecture and DDQN algorithm.

4 � Simulation experiment and result analysis
In this section, we present the performance evaluation of our proposed system with an 
advanced DRL-based LSTM-DDQN framework and analyze the transmission model 
under various parameter settings to assess its effectiveness. The main system model 
other parameters used for simulation are provided in Table 3. To compare the perfor-
mance of our proposed algorithm with other simulation methods, we have designed four 
benchmark scenarios that demonstrate its superiority in the considered system model. 
Specifically, these benchmark scenarios are carefully selected to reflect different system 

(28)r(t) =
R(t)

EUAV(t)
,
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setups, including varying numbers of users and RIS elements, different channel condi-
tions, and diverse transmission distances, which can be expressed as

Benchmark 1- RIS-NOMA LSTM-DDQN scheme: We design the proposed LSTM-
DDQN algorithm with prioritized experience replay. This modification helps us tackle 
the problem more effectively by optimizing the values of Q , � , and w while ensuring that 
the capacity constraint is satisfied.

Benchmark 2- RIS-NOMA DDQN scheme: Unlike Benchmark 1, our proposed 
approach deviates from relying on historical information and instead promotes the use 
of a traditional DDQN scheme. In this scheme, the agent decision-making process is 
independent of any influence from past experiences or historical data. By adopting a tra-
ditional DDQN scheme, our proposal aims to simplify the decision-making process and 
reduce computational complexity. This approach allows the agent to focus solely on the 
current state of the system and make decisions based on immediate information.

Benchmark 3- RIS-OMA LSTM-DDQN scheme: In contrast to other benchmarks, 
our proposal recommends the utilization of the proposed LSTM-DDQN scheme, which 
incorporates the OMA-enabled transmission strategy.

Benchmark 4- RIS-OMA DDQN scheme: In contrast to Benchmark 3, our proposal 
suggests the utilization of both the traditional DDQN scheme and the OMA-enabled 
transmission scheme. This approach combines the strengths of the two methodologies 
to show the enhanced system performance.

Figure  3 shows the relationship between the reward function and the number of 
reflection elements during the traversal process of the optimization schemes using dif-
ferent algorithms, where the meaning of the reward function can be interpreted as the 
energy efficiency, which is closely related to the energy consumption during the whole 
communication process. In this scenario, a UAV is launched from a fixed position, and 
an algorithm is employed to determine the optimal position at each operational step. 
Throughout this process, the UAV dynamically adjusts its active transmit beamforming 

Table 3  Simulation parameter settings

Value

System parameter

Satellite type GEO

FSO channel bandwidth BF = 1280 MHz

FSO channel wavelength �F = 1550 nm

Carrier frequency band of RF links 2 GHz

RF channel bandwidth BR = 1 MHz

Maximum height of UAV z[n]max = 5000 m

IoT devices area 1000m× 1000m

DNN parameter

Number of time slots 100

Reward discount rate 0.99

Number of episodes 10,000

Number of training rounds per step 2000

Number of steps per episode 40,000

Number of experiences in a minibatch 64
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matrix and the phase shift of the RIS. As depicted in Fig. 3, the number of convergence 
steps for the LSTM-DDQN-based algorithm closely matches that of the conventional 
DDQN algorithm. It only takes approximately 320 steps, validating the effectiveness of 
the state space and rewards designed in this study, as well as the proposed algorithm’s 
performance. Moreover, it highlights the potential of integrating LSTM into the DDQN 
framework, demonstrating promising outcomes.

From Fig.  4, we can conclude that with the increase of RIS reflection elements, the 
energy efficiency after optimization using the LSTM-DDQN algorithm gets signifi-
cantly increased. At M=16, the energy efficiency after optimization using LSTM-DDQN 
is increased by 7% compared to the traditional DDQN algorithm and at M = 128 , the 
energy efficiency after optimization using LSTM-DDQN is increased by 23% compared 
to the traditional DDQN algorithm. By incorporating LSTM networks into the DDQN 
framework, temporal correlations can be effectively captured [35]. This is achieved by 
utilizing LSTM’s ability to learn dynamic patterns of sequence data through the inclu-
sion of outdated but useful information as input sequences. Moreover, the LSTM-based 
DDQN framework benefits from memory units and gating mechanisms, which enable it 
to handle long-term dependencies present in the sequence data. However, when transi-
tioning from M = 16 to M = 32 RIS elements, the performance gain resulting from the 
increased number of components is not significantly apparent. The substantial perfor-
mance enhancement observed with a higher number of RIS elements can be attributed 
to several factors. Firstly, RIS can effectively enhance the signal strength and quality by 
reflecting and manipulating the incident signals. By adjusting the phase and amplitude 
of the reflected signals, RIS can optimize the channel conditions and mitigate the effects 
of fading and interference. Secondly, RIS enables precise beamforming and waveform 
shaping. This increases the signal power in specific areas or toward specific users, result-
ing in improved coverage, reduced interference, and enhanced link quality. Furthermore, 

Fig. 3  Comparison of rewards under different optimization algorithms
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RIS can enable enhanced spatial multiplexing and diversity gain. By exploiting the reflec-
tive properties of RIS, it becomes possible to create multiple signal paths between the 
transmitter and the receiver. Additionally, RIS can enhance diversity gain by introducing 
additional signal paths that mitigate the effects of fading and improve signal reliability.

5 � Conclusions
In this paper, we introduced a novel architecture for downlink massive access RIS-
UAV relay-assisted in hybrid FSO/RF-based ISATRNs. A secure signal transmission 
model was first established by defining a target optimization problem based on different 
transmission modes at various stages. Secondly, we leveraged the performance of DRL 
technology for its model-free nature. Then, we further decomposed the optimization 
problem into subproblems, including trajectory optimization for the UAV, active beam-
forming matrix, and RIS phase shift. To address these subproblems under constraints, 
we proposed a novel DRL-based LSTM-DDQN algorithm framework to supplement 
the current state with historical information. The proposed LSTM-DDQN algorithm 
had strong scalability to a certain extent with prioritized experience replay due to high 
dimensional state space and partial observability. Finally, numerical simulation results 
demonstrated the superiority of the LSTM-DDQN algorithm and verified the impact of 
the number of RIS reflection elements, and the transmit power level on SER.
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