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Abstract 

Electric charge service and management is an important part of electric power 
work. The effective recovery of the electric charge relates to the smooth develop-
ment of daily work and continuous improvement of the operation and management 
of power supply enterprises. With the large-scale implementation of the card prepay-
ment system, the problem of electricity customers defaulting on electricity charges 
has been solved to a large extent, but some large electricity users still fail to pay 
electricity charges on time. Therefore, under the current situation of power grid devel-
opment, it is still necessary to strengthen the service and management of electricity 
charges to promote efficient recovery of electricity charges. Speech recognition tech-
nology has increasingly become the focus of research institutions at home and abroad. 
People are committed to enabling machines to understand human speech instructions 
and hope to control the machine through speech. The research and development 
of speech recognition will greatly facilitate people’s lives shortly. The development 
of 5G technology and the proposal of 6G technology make the interconnection of all 
things not only a hope but also a reality. To realize the interconnection of all things, one 
of the key technical breakthroughs is the development of a new human–computer 
interaction sensing system. Under the guidance of relevant theories and methods, this 
paper systematically analyzes the user structure, electricity charge recovery manage-
ment and service system, existing problems and causes in South China, and clarifies 
the necessity of design and application of electricity charge service system in South 
China power supply companies. The experimental data and empirical analysis 
results show that the optimized Bert fusion model can provide more digital support 
for the power supply companies in South China in terms of electricity charge recovery 
efficiency, management level system improvement, and electricity charge service.

Keywords: Electricity service, Speech recognition, Sensing, Optimization of Bert fusion 
model

1 Introduction
Electricity charge recovery is the most important work of power supply enterprises, 
which is directly related to the survival and development of power enterprises. "Diffi-
culty in electricity charge recovery" has always been the focus and difficulty of power 
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supply enterprises [1]. For electric power companies, after the monthly electricity bill is 
issued, the recovery of electricity bills is very important to work. To complete this work, 
a lot of manpower and material resources are often required. At present, the individual 
users of power supply companies in South China have realized the card prepaid electric-
ity meter system and the recovery of electricity charges has become easier for prepaid 
users to deal with; However, for enterprise users and key male users, simple and fast 
reminder tools and means are still needed to accelerate the speed and efficiency of elec-
tricity charge recovery. According to relevant data, the total arrears of major customers 
accounting for all customers account for about 68% of the total arrears of power supply 
enterprises [2].

In recent years, the State Grid Corporation of China has vigorously promoted the con-
struction of a smart grid within the power supply system nationwide, conducted busi-
ness transformation on the traditional power system and power supply network, actively 
introduced the advanced experience and technology of the power industry in developed 
countries, and combined the development situation and market demand of the domestic 
power industry to create a new type of smart power supply system [3]. This requires local 
power supply companies to build an information management platform covering mul-
tiple business links such as power and energy production, allocation, supply, and com-
munication, under the unified planning and deployment of the State Grid Corporation of 
China. Based on upgrading the basic physical facilities of the power supply system, they 
should also adopt a variety of modern high-tech means to improve the management level 
of related businesses [4]. At present, a new power supply system management mode with 
an intelligent power supply and distribution network as the core and business informa-
tion management platform as the auxiliary has been preliminarily implemented in power 
supply companies around the country. Based on the innovation and transformation of the 
physical facilities of the previous power supply system, the intelligent power supply net-
work system in the new era has been fully implemented [5, 6].

Among them, electricity, as an important frontier business for power supply compa-
nies to achieve the economic transformation of power energy and social benefits, is an 
important guarantee for local power supply companies to finally achieve their strategic 
development goals. It expands the meaning of text vectors from multiple dimensions so 
that the subsequent model can learn more deep semantic representations and obtain 
better detection efficiency. Language is by far the most important communication tool 
for human development [7].

Since the computer was invented, the computer has played an increasingly important 
role in human daily life. Therefore, any product technology that helps to fill the huge gap 
between humans and computers can be developed rapidly, and voice recognition technol-
ogy is one of them. As the main technology of human–computer interaction communi-
cation, speech recognition has been widely concerned by domestic and foreign research 
institutions [8]. The rapid development of speech recognition technology makes speech 
recognition more and more important in various fields [9]. The world has entered the 
information age, with a sharp increase in scientific and technological materials. Inter-
national cooperation and exchanges have become increasingly extensive and in-depth. 
However, language differences have become a serious obstacle for people to obtain infor-
mation, enhance understanding, and expand exchanges and cooperation. Therefore, the 
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development of speech recognition technology is not only an important fulcrum for the 
development of each country but also an important technology to strengthen national 
and international competitiveness [10, 11]. The ultimate goal is to develop a machine that 
can understand human speech. On the one hand, it can convert the speaker’s voice into 
text information, and on the other hand, it can make correct responses to the speaker’s 
voice, not just adhere to the accurate conversion of all words into written text.

Speech recognition technology is a comprehensive technology integrating acoustics, 
phonetics, computer, information processing, and artificial intelligence. It has a relatively 
broad application prospect in computer and communication fields [12]. Although robots 
have not yet begun to appear in the human world in a large area, this trend will be irre-
sistible and cannot be ignored. However, the large-scale application of robots still faces 
some problems, such as how to make robots have the same sensing and sensing func-
tions as human skin, imitate human muscle movement, and how make robots have the 
thinking ability similar to the human brain. Among them, how to make robots have the 
same sensing and perception function as human skin can imitate various information of 
human sensing and perception of the external environment through the relevant knowl-
edge and methods of electronics, and human–computer interaction related fields. This 
paper focuses on the research of visual sensing and perception characteristics and the 
corresponding image processing process, focusing on the three aspects of visual atten-
tion characteristics in the early stage of visual sensing and perception, visual discrimi-
nation in the process of sensing and perception, and the comprehensive experience of 
image quality in the later stage of visual sensing and perception.

In the research work of this paper, the electric charge service subsystem in the elec-
tric charge service platform of South China Power Supply Company is taken as the spe-
cific research object. Based on the actual project participation experience, through the 
investigation and analysis of the relevant technical basis of the electric charge service 
subsystem in the design and development process, according to the relevant manage-
ment mode and theory of software engineering, the design and development work of the 
system are analyzed and described in detail; In the trial run, computer software technol-
ogy and database technology are used to conduct the centralized online implementation 
of platform charging management, daily settlement of charges, data query and retrieval, 
and liquidated damages management in the electric charge service business of power 
users of power supply companies. Under the unified deployment and management mode 
of the power digital management platform, automatic maintenance and implementation 
of the electric charge service business are realized [13].

The main contribution of the paper is discussed as follows:
The problem of electricity customers defaulting on electricity charges has been solved 

to a large extent with the large-scale implementation of the card prepayment system, 
but some large electricity users still fail to pay electricity charges on time. Based on this 
issue, the paper analyzes the user structure, electricity charge recovery management and 
service system, existing problems and causes in South China, and clarifies the necessity 
of design and application of electricity charge service system in South China power sup-
ply companies. The optimized Bert fusion model can provide more digital support for 
the power supply companies in South China in terms of electricity charge recovery effi-
ciency, management level system improvement, and electricity charge service.
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2  Related works
The literature [14] mentioned that the informatization of power business has long been 
an important task in the development of domestic and foreign power industry, especially 
after the gradual popularization of computer technology, power business management 
tools and platforms based on automatic network communication technology and com-
puter software technology have come out one after another. While popularizing and 
improving the overall business capability of the power industry, it also has a significant 
impact on the business implementation mode and management process of the power 
industry. According to the literature [15], since the development of the power industry 
in various countries is closely related to its economic development model, the domes-
tic industrial sector’s demand for power energy and national macro strategy, a relatively 
unified power information management model and technical system have not been 
formed in the world at present. The national electric power management department 
mainly implements and plans according to local conditions based on the actual national 
conditions and the development needs of the electric power industry.

Literature [16] proposed that the initial research on speech recognition originated in 
1930 when the research focus was mainly on speaker recognition. At first, Bell Labo-
ratories conducted speech recognition only by observing the voiceprint spectrum and 
then introduced the method of probability and statistics for voiceprint recognition [17]. 
After 1950, the basic theoretical research of speech recognition became the focus of this 
period, including feature extraction and cepstrum analysis technology, which developed 
rapidly during this period, and the earliest voice-controlled typewriter was developed 
during this period. Then, speech recognition entered the era of rapid development and 
greatly promoted the future development trend. According to the literature [18], due 
to the difference between Chinese pronunciation and English pronunciation, Chinese 
speech recognition technology is more difficult than English. China also attaches great 
importance to the development of speech recognition, but due to the late start com-
pared with Western countries, there are few papers published in domestic academic 
journals. Although it started relatively late, the research of speech recognition has been 
following the international development step. According to literature [19], in the 1980s, 
the International 863 Program was implemented and scientific research institutions 
such as the State Key Laboratory of Pattern Recognition and the Institute of Acoustics of 
the Chinese Academy of Sciences were established, which greatly promoted the research 
and development of Chinese speech recognition. In the past two years, with the popu-
larity of smartphones, iFLYTEK has made outstanding contributions to the application 
of Chinese speech recognition in the market and launched products related to Chinese 
continuous speech recognition with a good recognition rate. In general, domestic speech 
recognition technology has developed rapidly with outstanding achievements and has 
gradually moved from the experimental development stage to market application.

At the initial stage of sensing and perception, the human visual system does not pro-
cess all image regions equally but filters out important regions through a visual attention 
mechanism for further priority interpretation [20]. The image saliency detection algo-
rithm based on visual attention can effectively reduce the content of the image to be pro-
cessed, thus improving image processing efficiency. Literature [21] proposed that in the 
process of sensing and sensing input, due to the limited resolution of the visual system, 
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it is impossible to detect changes in signal content below a certain threshold. Distortion 
threshold can be just identified to represent the sensing and perception ability of the vis-
ual system, which can effectively remove the redundant information of the image, thus 
improving the image compression performance. With the introduction of Bidirectional 
Encoder Representations from Transformers (BERT) and other algorithms, deep learn-
ing has further improved its performance in the natural language processing (NLP) field.

Due to the leading developer of the social service industry in foreign countries, espe-
cially in developed countries, a relatively reasonable electricity service and management 
model has also appeared in the field of electricity service and management. According 
to the literature [22], the practice of Japan and the USA is outstanding, which provides 
guidance and reference for the practice of electricity tariff service and management in 
other countries. As an important part of electric power, both Japan and the USA attach 
great importance to the management and service of electric charge and have well 
reflected the mode of electric charge service and management in their electric power 
systems. Tokyo Electric Power Company of Japan and Edison Electric Power Company 
of the USA are two representative enterprises that have developed well in the field of 
electric charge service and management. This Tokyo Electric Power Company, they have 
established a relatively sound customer service system; At present, there are customer 
service centers that provide advisory services to customers, including electricity fee ser-
vice business, mainly including inquiry of electricity fee composition, electricity fee set-
tlement, and early settlement of electricity fees. According to the literature [23], after 
applying for payment of electricity charges through the customer center, network, or 
telephone, users can choose to pay through financial institutions, post offices or busi-
ness departments of power supply companies, or they can choose the automatic bank 
transfer function to pay electricity charges, which provides convenience for users to pay 
electricity charges, and also makes it easier for power supply enterprises to recover elec-
tricity charges. In Literature [24] proposed approach, called "Fusion-ConvBERT," uti-
lizes deep learning techniques to effectively extract significant features associated with 
speaker emotions from speech signals. Through extensive experiments, the model was 
found to surpass existing state-of-the-art methods in a majority of test scenarios, dem-
onstrating its superior performance. This innovative approach maximizes the utilization 
of available information in the given speech signals, leading to improved results com-
pared to previous techniques. In Literature [25], two competitive fusion approaches are 
proposed to address the challenge of covering diverse linguistic content in streaming 
recurrent neural network transducer (RNNT) models for speech recognition: Competi-
tive Shallow Fusion and Competitive Cold Fusion. These approaches dynamically select 
the most suitable language model during streaming processing, allowing us to handle a 
broader range of linguistic content and improve accuracy.

According to the literature [26], as the main operating income of power sup-
ply enterprises, electricity charges have become a common concern of power sup-
ply enterprises in various countries, including China. The literature [27] shows that, 
especially with the arrival of the information age, there is more and more research 
on the design and development of electricity fee services and service systems, which 
strive to create an effective and reasonable electricity fee service mode for power sup-
ply enterprises.
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Comparison of prior works

Reference Method Results Limitations

[11] A research study was con-
ducted to create a speech 
recognition system specifically 
designed for classifying nine 
Thai syllables. The system 
utilized surface electromyogra-
phy (sEMG) signals from the 
articulatory muscles, obtained 
through five different channels

The average classification accu-
racies achieved were 94.5% for 
healthy volunteers and 89.4% 
for dysarthric participants

The recognition system used for 
communication in dysarthric 
patients is not much effective

[14] Preoperative visual assess-
ments of working memory 
and inhibition can predict 
postoperative speech recogni-
tion measures six months after 
cochlear implantation. Patients 
with lower baseline cognitive 
abilities showed the greatest 
improvements in cogni-
tive measures following the 
procedure

Patients with lower baseline 
cognitive abilities improved 
the most after CI use, with 
visual WM, concentration, and 
inhibition tasks improving the 
most

The study had a small sample 
size of 19 patients with good 
preoperative cognition, the 
correlations between effect 
sizes were significant, indicating 
promising results. While the risk 
of test–retest learning bias is 
unknown, Spearman correla-
tions suggest that it would not 
significantly impact cognitive 
improvements

[17] Convolutional neural networks 
(CNNs) have proven to be 
highly effective in various 
machine learning applications, 
including computer vision, 
speech recognition, board 
game playing, and medical 
diagnosis

The proposed accelerator 
efficiently processes images 
with an impressive resolution 
of 250,000 pixels, enabling 
successful recognition of hand-
written digit images with an 
impressive accuracy of 88%

Even though optical neuromor-
phic processing is a relatively 
new subject, ONNs have now 
entered the TOPS regime, with 
the potential to reach the peta-
ops per second regime

[19] This paper presents three 
robust architectures for 
automatic speech emotion 
recognition. These architec-
tures, based on hybrid CNN 
and FDN models, outperform 
state-of-the-art models on the 
RAVDESS dataset

The proposed models achieve 
an overall precision ranging 
from 81.5 to 85.5% and an 
overall accuracy between 80.6 
and 84.5%

The proposed architecture can 
analyze certain languages with 
particular datasets

[23] The paper introduces a novel 
Convolutional Neural Networks 
(CNNs) architecture for 
Speech Emotion Recognition. 
The researchers conducted 
extensive evaluations using 
the Acted Emotional Speech 
Dynamic Database (AESDD) as 
the training and testing dataset

The results demonstrate that 
the proposed CNN architecture 
surpasses the performance of 
previous baseline models by 
a significant margin of 8.4% in 
terms of accuracy

The investigation of language
and speaker-dependent and 
independent approaches are not 
possible in this model

To sum up, while studying electricity charge recovery, experts and scholars are also 
constantly exploring the new mode of electricity charge service and management 
and putting forward the design and development of electricity charge collection sys-
tems from different technical levels. No matter what kind of system is developed and 
designed, the purpose is to provide modern management tools for electric charge ser-
vice and electric charge recovery, to improve the level of electric charge service and 
the efficiency of electric charge recovery, which is worthy of the reference.

2.1  Optimization of Bert fusion model

The pre-training model uses a lot of data to train in advance, to obtain a basic model 
with strong generalization ability. When encountering a specific task, you can fine-tune 
the task on the model and get good results. This advantage is that after using a large 
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amount of data for training in advance, you can complete the training without too much 
data for a specific task, saving time and cost. According to the principle of the exponen-
tial smoothing method, the formula for calculating the exponential smoothing value is:

The multi-dimensional vector set is:

Then:

Then, the mathematical model of the principal component is:

The formula for processing the directional indicators of the original data of the sample 
observation matrix is:

The iteration process of free parameters is as follows:

The formulas for these three steps are as follows:

Center of hidden unit:

(1)S
(1)
t = aXt + (1− a)S

(1)
t−1

(2)S
(2)
t = aS

(1)
t + (1− a)S

(2)
t−1

(3)S
(3)
t = aS

(2)
t + (1− a)S

(3)
t−1

(4)u′i = u1i,u2i, . . . ,upi

(5)Fi = u1iX1 + u2iX2 + . . .+ upiXP = u′iX

(6)











F1 = u11X1 + u21X2 + . . .+ up1XP

F2 = u12X1 + u22X2 + . . .+ up2XP

· · ·
Fr = u1rX1 + u2rX2 + . . .+ uprXP

(7)Xij =
xij − xj√
var(xi)

i = 1, 2, . . . , n; j = 1, 2, . . . , p

(8)
∂ε(n)

∂wi(n)
=

n
∑

j=1

ej(n)g
(

xj − ci(n)
)

(9)wi(n+ 1) = wi(n)− η1
∂ε(n)

∂wi(n)

(10)it = σ(Wi · [ht−1, xt ]+ bi)

(11)c̃t = tan d(Wc · [ht−1, xt ]+ bc)

(12)ct = ft ∗ ct−1 + it ∗ c̃t
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3  Methods
3.1  Data storage organization

Based on the types and demand characteristics of power customers in the areas under 
the jurisdiction of power supply companies in South China, combined with the current 
status of power charge service and management of power supply companies in South 
China, this paper studies the development and design of the power charge service sys-
tem. In terms of power supply capacity, power supply companies in South China cur-
rently have jurisdiction over substations and substations; the main transformer shall 
be installed accumulatively, and the capacity of the main transformer shall reach mean 
subtraction, variance normalization, and ARMA filtering (MVA). In addition, it also has 
jurisdiction over substations, sub-district distribution rooms, sub-box transformers, 
sub-distribution transformers, overhead lines, cables and low-voltage cables. The power 
supply companies in South China have a total transformer and voltage transformer 
capacity of, km of overhead lines, km of low-voltage overhead lines, km of cables and km 
of low-voltage cables.

In terms of organization and management, the organization and management level of 
power supply companies in South China has been continuously improved, with a man-
ager’s office, a political work office, a supervision office, a production command center, 
a development planning office, a labor and personnel office, a financial office, a safety 
supervision office, a production technology office, a project construction office, and an 
administrative security office; the multi-business office has 8 functional management 
departments and grassroots work units including 2 productions, operation, and mainte-
nance departments, 1 department and multi-business companies. In terms of electricity 
charge recovery service, the power supply companies in South China have adopted the 
service mode shown in Fig. 1. They have achieved differentiated management and ser-
vices for customers who pay their electricity bills on time, while for customers who fail 
to pay their electricity bills on time, they have to implement power outages and resump-
tion following relevant laws and regulations.

(13)
∂ε(n)

∂ci(n)
= 2wi(n)

n
∑

j=1

ej(n)g
(

xj − ci(n)
)

−1
∑

i

[

xj − ci(n)
]

(14)ci(n+ 1) = ci(n)− η2
∂ε(n)

∂ci(n)

Fig. 1 Electric charge service mode of power supply companies in South China
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Figure  1 represents the electric charge service mode of power supply companies 
in South China. Users who pay their electricity bills on time are used as input for the 
smooth payment channels and process differentiated electricity charge management. 
Electric charge service and management are critical components of power generation. 
The efficient recovery of electric charges is linked to the smooth expansion of daily work 
and continuous enhancement of power supply solid operation and management. The 
issue of power consumers not paying their electricity bills on time has been mitigated to 
a large extent by the widespread implementation of the card prepayment system, though 
some major electricity users continue to fail to do so. The smooth payment channels 
then help in the improvement of user payment credit and the establishment of a risk 
rating management mechanism for electricity bill arrears. If a user pays electricity bills 
on time, the process does a good job in electricity charge management; otherwise, if the 
user does not pay electricity bills on time, the process performs the work of stopping and 
resuming power in arrears in accordance with laws and regulations.

The distribution network model is an abstraction of the actual distribution network. 
The first purpose of modeling is to provide the global basic data for the calculation of 
electricity and charge and to define the measurement point where the calculation is 
located and the distribution network elements used. In addition, it can also make the 
business personnel and management personnel intuitively understand the basic struc-
ture of the calculation of the electric charge, to facilitate the power consumption analy-
sis of the electric energy system and the summary of the data reports of each metering 
point. On this basis, there are both objective and subjective reasons for the generation 
of electricity charge security risks, including the reasons of power supply companies and 
customers. The objective reason is the security risk of electricity charges caused by the 
on-site environment, abnormal metering devices, and other objective conditions. If the 
metering device is abnormal, the reading power of the power customer is far less than 
the actual power consumption, which reduces the user’s payment and leads to property 
losses for the power supply company. The subjective reason is the safety risk of electric-
ity charges caused by the factors such as users, power supply companies, etc. For exam-
ple, the user refuses to pay when using the electricity, resulting in property losses for the 
power supply company, as shown in Fig. 2.

From the current electricity charge service and management mode of power supply 
companies in South China, their electricity charge service mode has been quite mature, 
providing good guarantees and support for more efficient power development. However, 
the current model pays more attention to electricity service, while the implementation 
of electricity service is poor. When collecting electricity charges from key customers 
or important customers, the staff mostly regard the collection of electricity charges as 
mechanical work, neglecting the implementation of the concept of electricity charge ser-
vice in this process, believing that the work content is completed when the collection of 
electricity charges is completed. There are two typical ways to deal with meters: com-
bination and aggregation of the relationship between meters and distribution network. 
The whole and part cannot exist independently. The meters, substation lines, switch-
ing stations, and transformers are regarded as elements of the distribution network. At 
the same time, meters are divided into two meters: purchase and sale meters and user 
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meters. In the purchase and sale meters, attribute fields are used to indicate whether 
they are user meters. As shown in Figs. 3 and 4.

For example, word vector feature extraction is based on the BERT algorithm and word 
vector feature extraction using the Word2Vec method. The BERT model is a pre-training 
model for natural language processing. The pre-training model uses a lot of data to train 
in advance, to obtain a basic model with strong generalization ability.

Fig. 2 Classification of electricity charge security risks

Fig. 3 Distribution network data organization model optimization diagram—overall mode

Fig. 4 Distribution network data organization model optimization diagram—expansion mode
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3.2  Data addition, deletion, and search

The optimized voice recognition system of South China electric charge service belongs 
to the category of pattern recognition system in essence, and its overall framework is 
shown in Fig. 5.

The algorithm shown in Fig. 6 is described in detail as follows.
From the above analysis, it is concluded that the basic calculation process for unlock-

ing the transfer relationship is shown in Fig. 7.
Of course, before analyzing and processing the voice signal, the first thing to do is 

endpoint detection, which can find the signal to be analyzed from the original voice 
input signal. The calculation process for solving the total score relationship is shown 

Fig. 5 Optimization diagram of calculation activity algorithm of flow framework ratings table of speech 
recognition system

Fig. 6 Optimization diagram of calculation activity algorithm of constant ratio table
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in Fig.  8. The detailed processing of all users’ cards in the form reading area is as 
follows.

According to the data simulation calculation, the existing just noticeable difference 
(JND) calculation model is mainly based on the sensing and perception characteris-
tics of the visual system on image brightness and edges. However, there are complex 
and nonlinear interactions between them, so it is necessary to consider the structural 
characteristics of image content to further analyze the resolution of HVS. In addition, 
it has limited knowledge of the specific process of human visual system (HVS) sensing 
perception, so it needs to further analyze the attenuation effect of noise, to propose 
an objective quality evaluation algorithm that is more consistent with subjective sens-
ing perception. The last three recorded warning signals are shown in Table 1.

From the overall perspective, the power business information platform of the domestic 
power industry still needs to be further improved and enhanced in the development pro-
cess. The power service system platform is an information-based business management 

Fig. 7 Optimization of algorithm process for unlocking the transfer relationship

Fig. 8 Flow optimization diagram of total score relationship decomposition



Page 13 of 22Wu and Zheng  EURASIP Journal on Advances in Signal Processing        (2023) 2023:113  

platform developed by the power center of Dayi Power Supply Company. Among them, 
as one of the main subsystems of the platform, the electric charge service subsystem 
needs to strictly follow the overall planning of the power business of the power supply 
company, manage and maintain the business processes related to the power manage-
ment activities of the power supply company and the electric charge collection man-
agement business of power users in a unified manner, and provide an efficient online 
business management and implementation platform for relevant users.

To sum up, for power supply enterprises, establishing and maintaining good relations 
with power customers can not only smoothly carry out power sales but also play a role in 
smooth electricity charge recovery, making power become easy and smooth work. State 
Grid Corporation of China and power grid enterprises at all levels have begun to explore 
the application of advanced technology in electricity charge service and management, 
and have continuously introduced advanced electricity charge service and management 
models. The extensive application of advanced technology will become the most impor-
tant feature in the future development of electricity charge service and management 
models.

3.3  Case study

3.3.1  Regression analysis test

Under the current electric charge service and management system, the electric charge 
service work of power supply companies in South China is often carried out only when 
the electric charge is found to be in arrears, which is very purposeful and completely 
aimed at the recovery of electric charge. However, this kind of service work will be weak-
ened or even terminated to varying degrees after the charge recovery, which makes 
the charge service on the surface become a passive behaviour under the condition of 
overdue charge, which is not only detrimental to the establishment of a perfect charge 
service system within power supply enterprises but also will damage the relationship. 
The work of electricity charge recovery should be based on the electricity charge ser-
vice, which should be a service rather than a passive service. Only when the service level 
reaches the degree of user satisfaction can it play a positive role in promoting electric-
ity charge recovery and virtually reduce the difficulty of electricity charge recovery. This 
kind of service should include not only the service work in daily work but also the warm 
reminder and holiday greetings provided by the electricity charge service system. These 
services will become the bridge between power supply enterprises and electricity cus-
tomers, and the key to forming good customer relations.

Table 1 Early warning signal of electric charge

Date The total amount of 
arrears

Early warning signal Accounts in arrears Early 
warning 
signal

20,110,716 3,238,998.86 Red 155 Yellow

20,110,720 77,051.52 Green 5 Green

20,110,812 1,139,297.74 Orange 28 Blue
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Under the leadership of the State Grid, the power supply companies in South China 
have established a system of one department and three centers, but the service prac-
tices are insufficient. They should strengthen the targeted electricity charge service 
and management in the future to form a good online and offline coordination situa-
tion. The KMO test, also known as the Kaiser–Meyer–Olkin test, is used to determine 
whether a dataset is appropriate for factor analysis. It assesses the strength of cor-
relations between variables and converts a value ranging from 0 to 1. Higher values 
(closer to one) indicate a better fit for factor analysis. The KMO statistic is used by 
researchers to determine whether the variables are sufficiently correlated. If the KMO 
value is low, it indicates that the dataset may not be suitable for factor analysis and 
that alternative approaches should be considered. The results of the KMO test on their 
indicators system are represented in Table 2, in which the KMO sampling moderate 
inspection value is taken as 0.614 and the Barlett sphericity test value of x square is 
831.715, the unit root test value is 156 and the significance level is 0.000, respectively. 
The results of the KMO test on the indicator system are shown in Table 2.

The frequency domain of digitized speech signals still changes with time. To use tra-
ditional signal analysis methods for subsequent processing, it is necessary to assume 
that the signal has short-time stationary characteristics in a certain short time. The 
following analysis and processing are feasible only on the premise that the short-time 
stationarity of speech signal is established. To solve the long-distance dependency 
problem, long short-term memory (LSTM) introduces three gates to implement its 
structure, as shown in Fig. 9.

The initial state of the BERT model used in this experiment is the parameters in the 
pre-training model of the BERT model. BERT structure is shown in Fig. 10.

The AdaBoost method adds the idea of iterative updating. When using the basic classi-
fier for training, the weight of the samples that are wrongly classified will increase. At the 

Table 2 KMO inspection of electricity service

KMO sampling moderate inspection value 0.614

Bartlett sphericity test value X square 831.715

Unit root test 156

Level of significance 0.000

Fig. 9 LSTM model optimization structure
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same time, the weighted training set will be used to train the next basic trainer until the 
whole model reaches the set error rate or the maximum number of iterations. However, 
using the AdaBoost method as a classifier can avoid overfitting and its results are under-
standable. The process is shown in Fig. 11.

People cannot receive and process voice signals. The computer cannot process the 
received voice signal and distinguish the semantics of the voice signal at the same time.

3.3.2  Baseline model comparison

For the confusion matrix of the voice recognition system for electric charge service 
in South China, it can be classified as a second-order text classification, as shown in 
Table 3.

After feature extraction, the three methods uniformly access Text CNN for down-
stream classification tasks. The comparison results of the final classification accuracy 
are shown in Table  4 and Fig.  12, in which three different models such as BERT fea-
ture extraction, Word2Vec feature extraction and Word feature combination model are 

Fig. 10 Structure of BERT model optimization

Fig. 11 Optimization of AdaBoost training process

Table 3 Power charge service confusion matrix

Actual value: true Actual 
value: 
false

Predicted value: true TN FN

Predicted value: false TP FP



Page 16 of 22Wu and Zheng  EURASIP Journal on Advances in Signal Processing        (2023) 2023:113 

compared based on their accuracy, recall and F1 value. BERT, a transformer-based lan-
guage model, is used for feature extraction in natural language processing (NLP) tasks. 
By tokenizing and inputting text into BERT, contextualized word and sentence embed-
dings are generated. These embeddings can be used to extract features such as word 
embeddings, sentence embeddings, or pooled representations. These features are then 
utilized for downstream NLP tasks like text classification or sentiment analysis. Feature 
extraction with BERT enables leveraging its pre-trained contextual representations to 
enhance NLP model performance. Word2Vec generates word embeddings that capture 
semantic meaning. Features can be extracted by training the model on text data and 
retrieving embeddings for words or averaging them for sentences/documents. These fea-
tures enhance NLP tasks like classification or clustering. Word2Vec leverages semantic 
information for effective NLP applications.

At the same time, to ensure the reliability of the speech recognition experiment of the 
South China electric charge service, the test is conducted by repeating the experiment 
and took the average set as the monitoring point. The model loss changes are shown in 
Figs. 13, 14 and Table 5:

From this figure, the model loss of different models in training varies with the num-
ber of training iterations. Since the epoch of model training is 5 and the batch sent 
each time is 128, the total number of iterations is about 2000. It can be seen from the 
figure that all models tend to converge after 2000 iterations. Then, the comparison 

Table 4 Comparison of classification accuracy of different feature extraction methods

Model Selection Accuracy Recall F1 value

BERT feature extraction 0.8714 0.8708 0.8713

Word2Vec feature extraction 0.8643 0.8905 0.8818

Word feature combination model 0.8833 0.8826 0.8826

Fig. 12 Comparison of classification accuracy of different feature extraction methods
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Fig. 13 Change of loss of each model with iteration times

Fig. 14 Comparison of classification results of different models

Table 5 Change of Loss of Each Model with Iteration Times

Steps CNN STM BILSTM BLTCNN

0 2.519 1.808 0.671 0.671

500 0.15 0.185 0.193 0.228

1000 0.011 0.028 0.098 0.046

1500  − 0.006  − 0.015 0.028 0.037

2000 0.002  − 0.024 0.02 0.002
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results of the results obtained by each model on the same data set after the test are 
obtained, and the results are shown in Table 6 and Fig. 15.

The results have a guiding significance for analyzing the sensitivity of human eyes to 
image content. In addition, according to the internal derivation mechanism, analyz-
ing the impact of noise on image content sensing perception is of great significance 
for designing a more effective image quality evaluation algorithm. The experiment is 
mainly to verify whether the model fusion design can ultimately improve the detec-
tion performance. This experiment still carries out ten experiments for each fusion 
method and takes the average value of ten experiments as the final result, as shown in 
Table 7 and Fig. 15.

The detection results of the above models can be converted into more intuitive fig-
ures, as shown in Fig. 16.

Comparison Chart At present, under the overall framework of the State Grid 
Corporation of China, it has become a positive measure for regional power supply 
enterprises to actively develop the electricity charge service and management mode 
that combines with the actual regional economic and social development. With the 

Table 6 Comparison of classification results of different models

Model selection Accuracy Recall F1 value

Text CNN 0.8833 0.8826 0.8826

Bi LSTM 0.8646 0.8635 0.8644

Text CNN-Bi LSTM 0.8994 0.8915 0.8954

SA-BLTCNN 0.9184 0.9164 0.9124

Fig. 15 Comparison of different fusion strategies
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gradual appearance of the differences in economic development status and economic 
development level between regions, power grid enterprises at all levels will pay more 
attention to combining closely with the local actual situation, constantly innovate the 
power model, and build a regional electricity charge service and management system 
will still be an important link and development trend in the future power industry.

To sum up, after the implementation of the concept of "customer-centered" in the elec-
tric charge service and management model, the direction of the original electric charge 
service and recovery of electric power enterprises has been completely changed. The 
service has gradually changed from passive, and the electric charge recovery has also 
changed from forcing users to users. By providing satisfactory services to customers, the 
proposed model achieves the purpose of effective recovery of electricity charges based 
on strengthening customer relations and achieve a win–win situation for power supply 
enterprises and customers.

Table 7 Comparison of different fusion strategies

Model selection Accuracy Recall F1 value

Text CNN 0.8833 0.8826 0.8826

Bi LSTM 0.8646 0.8635 0.8644

SA-BLTCNN 0.9184 0.9164 0.9124

Transformer 0.8791 0.8787 0.8783

Simple voting-MIX 0.9215 0.9231 0.9225

Stacking-MIX 0.9283 0.9275 0.9277

Adaboost-MIX 0.9284 0.9299 0.9292

Fig. 16 Classification results of models
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4  Conclusion
Based on the actual situation of electricity charge recovery of power supply companies in 
South China, this research designed, analyzed, and applied the electricity charge service sys-
tem of power supply companies in South China using project management theory, electricity 
charge service theory, theory and method. The related algorithms in the speech recognition 
process, including preprocessing, are studied in depth in this paper, and the main endpoint 
detection and recognition algorithms involved in the process are simulated. Simultaneously, 
an improved feature parameter extraction algorithm is proposed, which reduces the com-
putation required for Mel-frequency cepstral coefficients (MFCC) extraction by nearly 50% 
and significantly improves feature extraction efficiency. This paper made some theoretical 
developments as well as technical implementation innovations. It makes the way for new 
methods of objective image processing based on subjective visual perception. The electric 
charge service system is not only a collection system for electric charges but also a link and 
bridge between power supply enterprises and important customers. According to the devel-
opment strategy of power supply enterprises, the concept of customer-centricity will be 
more deeply implemented in the service and management of electricity bills in the future.
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