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Abstract 

Tracking objects is a crucial problem in image processing and machine vision, involv-
ing the representation of position changes of an object and following it in a sequence 
of video images. Though it has a history in military applications, tracking has become 
increasingly important since the 1980s due to its wide-ranging applications in different 
areas. This study focuses on tracking moving objects with human identity and identi-
fying individuals through their appearance, using an Artificial Neural Network (ANN) 
classification algorithm. The Kalman filter is an important tool in this process, as it can 
predict the movement trajectory and estimate the position of moving objects. The 
tracking error is reduced by weighting the filter using a fuzzy logic algorithm for each 
moving human. After tracking people, they are identified using the features extracted 
from the histogram of images by ANN. However, there are various challenges in imple-
menting this method, which can be addressed by using Genetic Algorithm (GA) 
for feature selection. The simulations in this study aim to evaluate the convergence rate 
and estimation error of the filter. The results show that the proposed method achieves 
better results than other similar methods in tracking position in three different datasets. 
Moreover, the proposed method performs 8% better on average than other similar 
algorithms in night vision, cloud vision, and daylight vision situations.

Keywords:  ANN classification, Multi-objective, Fuzzy logic, Tracking objects, Kalman 
filter

1  Introduction
Detecting and tracking moving objects is a basic step in video analysis; thus, it is widely 
used in machine vision systems like monitoring systems, traffic control, automatic navi-
gation, human interaction with computer, and robotics because the mentioned systems 
require receiving and processing videos received from the surrounding environment, 
analyze the behavior and events of these videos [1]. Since accuracy and speed are impor-
tant factors in desired performance of the mentioned systems, various methods are 
presented for tracking moving objects with low time-consumption and high accuracy, 
increasing quality level and performance. According to the definition presented in by 
Sadkhan et al. [2], tracking moving objects is to follow the movement trajectory of an 
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object or moving objects in a sequence of input images. The tracked moving objects 
might be any object like a fish in water, a boat on the sea, a pedestrian in the pave-
ment, a vehicle on the highway, which should be located according to the application 
[3]. Tracking individuals is the first and most important step in such systems. Due to 
extent of the cameras’ sight range, it is not possible to examine the whole environment 
being monitored [4, 5]. Detecting individuals in a network of camera is very complicated 
due to appearance features of individuals and factors like illumination, position of the 
individuals regarding the camera, sight angle [6, 7]. In such systems, usually, features 
like movement mode, geometric modes, and individuals’ appearance are used. Since the 
movement feature is highly dependent on the appearance time and position in the previ-
ous frames, the movement filters cannot detect individuals during occlusion and while 
entering the camera’s sight angle [8, 9]. Tracking techniques should be flexible against 
challenges like illumination variations, sudden changes in movement direction of the 
objects, presence of various objects in the sight range of the camera, overlapping, etc. 
In recent years, appearance-based systems have shown better performance for detecting 
and tracking when individual enter the sight angle of the camera [10]. Color is the most 
important feature extracted from individuals’ appearance, which is usually employed as 
histogram for individual detection due to simplicity and speed of calculations. But accu-
racy of this method in a system with a network of cameras is low [11, 12]. This is due 
to two main reasons: likely changes in individuals’ appearance and illumination of the 
environment in different cameras. In this study, to increase accuracy of the histogram 
method and improve this technique for redetection of the individuals, it is suggested to 
select the body histogram using GA. The features extracted from histogram are the color 
of different body parts considering their position with respect to the cameras. In this 
paper, GA is used for feature reduction, and increasing detection accuracy and speed.

Segmentation of moving objects in a sequence of video images is one of the main parts 
in many machine vision applications [13, 14]. In fact, the output of the detection and 
tracking system, which is the objects being tracked, is used as the input for higher order 
processing like movement interpretation, counting number of objects, detecting type 
of behavior and so on [15]. The object detection methods are divided into two feature-
based and movement-based. In the feature-based methods, the objects are specified in 
terms of shape, color, and other features [16–18]. Another important issue in all machine 
vision applications is the adjustment of the cameras because it its implementation accu-
racy directly affects the system performance [19]. In this study, considering the require-
ment for the monitoring systems to be real-time, the background removal method is 
used, and an adaptive model of the background is created to reduce the sensitivity of 
the detection algorithm to issues like shadow in images, stationarity of the object in the 
image, unwanted movements of the camera, and illumination changes such that proper 
performance is ensured. Such problems are out of scope of the research topics that the 
object tracking researchers are interested in [20, 21].

In this study, the tracking of a moving human in different cameras with overlapping 
is optimized using the Kalman filter. The Kalman filter is a system of equations that 
offers an effective (retrospective) computational tool for estimating the state of a pro-
cess in a number of ways: it supports the estimation of past, present, and even future 
states and can even perform the same. Kalman filters always deliver the best results. 
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When it is unclear what the represented system’s precise nature is [22]. The Kalman 
filter uses a type of feedback control to estimate a process. The filter gives feedback 
in the form of noise measures after estimating the process’s state over time. For this 
purpose, a hierarchical approach is presented in which, first, the objectives of each 
camera are determined and their different characteristics are identified according to 
the data sent in Fig. 1a. In the next step, an individual and target are tracked in differ-
ent cameras using an accurate approach considering the system trained by previous 
data Fig.  1b. Thus, the camera search problem is solved. Since the appearance and 
movement signs of a target in a short camera tracking are compatible in a short time 
window, solving the tracking problem using the hierarchical method is common: first, 
tracks in short time windows are generated, then they are integrated to form the com-
plete rhythms. Usually, tracking in the whole camera is more challenging than solving 
inside the camera, because the individuals’ appearance might demonstrate significant 
differences due to illumination changes, but the training the machine system and 
accurate extraction of the target features, this problem can be solved.

Therefore, this work presents an integrated three-layer framework for solving the 
tracking problem inside and outside camera for each camera. In the first two layers, 
each camera is synchronized and the primary characteristic and appearance of the 
individuals (including color, being large or small) are detected. In the third layer, all 
rhythms of an individual in all camera are associated using artificial intelligence.

In summary, the innovations of this research focus on optimizing the tracking of 
moving humans using a combination of techniques and algorithms, providing a hier-
archical approach, feature selection with GA, and optimal Kalman filtering. A com-
prehensive evaluation and comparison of the proposed method with other algorithms 
shows its effectiveness and practicality in different scenarios. The details of the con-
tribution of this research are as follows:

•	 Purpose: The purpose of the research is to track moving objects with a focus on 
identifying human identity through appearance analysis. To achieve this goal, it uses 
a combination of techniques including Kalman filter, Artificial Neural Networks 
(ANN), Fuzzy Logic and Genetic Algorithms (GA).

Fig. 1  General idea of the proposed framework. a first, the targets in each camera are determined, b the 
targets and features of a similar individual from different overlapping cameras are related and solve the 
individual tracking problem in different cameras
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•	 Methodology: The research uses a three-layer hierarchical approach. It starts by 
identifying people in each camera feed using color and size features. Then, it tracks 
people in different cameras using Kalman filter optimized with fuzzy logic. In addi-
tion, a CNN-based algorithm is used for object detection and tracking.

•	 Feature selection: In this study, a feature selection process using GA is introduced 
to optimize the feature set for neural network training, reducing complexity and 
increasing classification accuracy.

•	 Evaluation: This research evaluates the performance of the proposed method in 
terms of convergence rate, estimation error and tracking accuracy. It performs simu-
lations on three different datasets, including night visibility, cloud visibility, and day-
time visibility scenarios.

•	 Comparison: This research compares our proposed method with the Mean Shift 
algorithm and other advanced algorithms such as YO-LO and Fast RCNN in terms 
of tracking accuracy, precision, recall and F1 score. It also considers the time com-
plexity for performance evaluation.

The rest of the Paper is organized as follows. In the second part, an overview of the 
previous works is given and the summary of this part is compared with this study in the 
form of a table. In the third part, the general structure and components of the people 
tracking system are introduced. The fourth section describes the proposed method for 
detecting and identifying people under tracking. In the fifth section, the results of the 
performances and the considered considerations are given. Finally, in the sixth section, 
the conclusion of the implemented system is presented.

2 � Background
Tracking in a video means continuous detection of position of an object or individual 
and updating it movement while the target or the camera is moving. Although vari-
ous studies have been conducted in this context, but tracking is complicated due to 
low resolution of the cameras, high compression of the film, complicated nature of the 
movement and geometry of the object, changes in illumination, real-time process, and 
different appearance of the individuals in environments with different cameras. Thus, 
more studies and novel approaches are required. The systems that have been introduced 
recently mainly use three features, including movement mode, geometric modes, and 
individuals’ appearance. Each of these features might have a different performance in 
tracking and matching the individuals while entering the sight angle of the cameras. To 
this end, this paper introduces studies conducted for tracking using one camera and 
redetecting in a network of cameras with overlapping sight.

In the movement-based tracking, the current frame that its movement parameters like 
position, speed, and acceleration are similar to the movement parameters of the previous 
frame is categorized. In this type of trackers, the geometric center of mass of individuals, 
which is called center of mass, is used. In the tracking systems based on movement fea-
ture, some assumptions are applied to the system and the environment being monitored 
to reduce its complexity. For example, Ciaparrone et al. [23] have assumed that the frame 
rate of the video sequence is sufficiently high. Therefore, the individual’s position does 
not change significantly from one frame to another. Similarly, Nallasivam et al. [24] have 
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assumed that the individual’s appearance, walking speed, stopping or starting walking 
change gradually Kang et al. [25], or the individual’s speed is constant. These methods 
are not valid in unconstrained environments because the trajectory might change or the 
individuals might stop suddenly and unexpectedly Gong and Shu [26]. Thus, this method 
is not proper for tracking multiple individuals in real-time applications. In geometric 
models, shape features are used for tracking and detection. Edge detection, matching 
object boundary, torque, area, and size are the object features that are used for track-
ing. Geometric models employ individuals and their extracted features for detecting 
individuals in a wide range of applications. The algorithms that are not variant against 
size, transmission, rotation can be used for tracking and individual matching. Torques 
are used as quantitative measures of shapes in a set of points [27]. The torque type 0 is 
(area), type 1 is (mean or center of mass), type 2 is (data scattering), which are used for 
statistical analysis. To match the objects shape, n torques are used [28]. In another case, 
the constant torque, which is the linear combination of central torque, has been intro-
duced. Sreekala et  al. [29] have performed object tracking and detection using a vec-
tor including three constant vectors and have used Euclidean distance to match them. 
The appearance information has been used frequently in object tracking and detection. 
Among the important methods used to track individuals using their appearance, prob-
ability distribution function, 1D and 2D appearance models, multiple constant points 
in individuals and the appearance model from multiple sight angles can be mentioned. 
They have used color histogram and Bhattacharyya distance to find the best match of 
the individuals’ positions. Among studies in which the tracking methods are not auto-
matic, Chen et al. [30] can be mentioned in which training is offline. They have selected 
a number of histogram bins in the RGB space and obtained the optimal trajectory using 
dynamic programming. Many researchers have used multiple overlapping cameras to 
increase tracking performance. In Ghaznavi et al. [31], about 400 papers have been stud-
ied in the context of tracking, and the problem of tracking individuals and the meth-
ods used to resolve them have been reviewed, including the primary human appearance 
model, tracking, position estimation and behavior identification. In Halkarnikar et  al. 
[32], details of many existing techniques used for individual tracking have been intro-
duced and a brief report of these techniques has been given. In another study, some of 
the tracking methods have been reviewed and their performance has been compared 
[33, 34]. Redetection is the task of observing one individual from the sight angle of one 
camera and detecting it again in the sight angle of the same camera or another camera. 
This is an essential step in environments with multiple cameras of independent sight 
angles. An individual might enter the sight angle of a camera several times. If redetec-
tion and the information regarding time and number of times that the individual enters 
and exits the sight angle of a camera is obtained, it would be very helpful for detecting 
and analyzing individual’s behavior. For instance, in studies Mirbakhsh et  al. [35] and 
Duan et  al. [36], position and speed information of the moving individuals have been 
used to determine the relationship between time and position of the individuals. In Trik 
et al. [4], it has been assumed that there is a specific relationship between individuals in 
these cameras, and a Markov model has been used to model the individuals’ dynamic. 
In many other papers, histogram matching like color histogram has been used as a sig-
nature [37, 38]. A hidden Markov model is used in a recent study Lind et  al. [39], to 
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simulate the edges of the tracked region. This model looks at several picture clues and 
uses a joint probability data association filter to figure out how likely it is that the pic-
ture will change. Some of these techniques focus on pixel-accurate object tracking in off-
line mode, while others focus on real-time tracking of rough object boundaries. None 
of them, on the other hand, have a way to automatically change the weights for each 
section of the contour, nor can they be scaled to meet both goals within a single generic 
framework. In Table 1, a few object-segmentation and tracking methods from the litera-
ture are listed along with some of their characteristics.

3 � The proposed algorithm for detecting moving object
The proposed algorithm can process online and offline video as shown in the flowchart 
of Fig. 2. (Threshold is the boundary that determines the real movement of the object).

A video file in the.avi format is read at the input after the best standard threshold val-
ues have been chosen. This process extracts the red, green, and blue intensities of each 
frame of the input video and creates a histogram to identify the background. The frames 
are then turned into visuals in grayscale. In order to identify the foreground, the back-
ground is now split from the next frames. After finding moving objects, the shadow is 
taken out to determine the moving object’s region. The moving objects with rectangular 

Table 1  Efficiency of existing methods for object segmentation and object tracking compared to 
the proposed method

References Important 
aspects

Knowledge and 
presumptions

Form model Utilized 
technique

Particular task

[2] Combining edge 
and region data

Interactive 
initialization with 
constant velocity

Elliptical cones 
are joined 
together

The 3d model’s 
2d projection

Human tracking

[31] Employs 
B-splines

Learn constant 
velocity and 
shape in space

recognized 
shape space

In-state sampling Track shapes of 
objects in space

[32] State space in 
high dimensions

Search by state Initial model is 
defined by the 
scaled prismatic 
model

testing several 
hypotheses

Flexible objects

Sreekala et al. 
[29]

Chains of 
patches

Define the first 
patches

Straight limbs Estimate the 
next patch’s 
likely location

Human limb 
tracking

[36] Greyscale pic-
tures

Learn the history 
and the projec-
tion templates

People in silhou-
ettes

Tracking and 
analyzing shapes

Monitoring of 
inhabitants

Barawkar and 
Kumar [40]

One observer, 
permanent 
camera

Understanding 
the static context

Simulated 
human form

Following blobs Human tracking

[41] identification of 
occlusions

Draw the first 
contour

– Snake without 
scales

occlusion zones 
for tracks

[39] b-splines, with 
constant velocity

Automatically 
master the 
shape-space

eigenshapes Kalman filter Track human 
motion

[14] Color histogram Location of the 
original area

– Mean-shift histo-
gram matching

Identify moving 
items

This Work tracking moving 
objects with 
human identity

Search by state People moving 
using their 
appearance

Fuzzy Logic, 
Kalman filter

Tracking of Mov-
ing human
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boxes are then displayed at the output, labeled, and morphologic processes are then 
applied.

3.1 � Threshold value

It is important to choose the right threshold values for the backdrop, standard devia-
tion, and moving object area. A statistical metric called standard deviation is employed 
during processing to get rid of the shadow cast by moving objects. At this threshold, the 
backdrop is chosen at 250 pixels, STD is chosen at 0.25, and the moving object’s area is 
chosen at 8 pixels. In this technique, a block is defined as 8*8 pixels.

3.2 � Input film

The input movie is in avi format. Audio visual interleave is referred to by the abbrevia-
tion avi. In reality, an AVI file contains RIFF-formatted audio and video data. The audio 
and video data are saved together in AVI files, making it possible to cast both audio and 
video at the same time. AVI files typically contain audio data in an uncompressed PCM 
format with a variety of characteristics. AVI documents with a compressed format and 
many codes and settings are typically where video data is kept. The functions aviread 
and aviinfo are mentioned for reading the input avi video. This technique is evaluated 
using a video file input with various frame counts.

3.3 � Extraction

After reading the input video file, the RGB intensity features are independently extracted 
to make it simple to locate the histogram. The red, green, and blue intensities of the 
input video frames are read using the (1,:,:), (2,:,:), and (3,:,:) image functions.

Fig. 2  Block diagram of the implemented algorithm
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3.4 � Histogram

The graphical representation of an image’s pixels as a function of their intensity is called 
an image histogram. A histogram is made up of a number of cylinders or bins, each of 
which has a region with a particular intensity. When calculating a histogram, all of the 
image’s pixels are examined and given a closed set based on the intensity of each pixel’s 
color. The number of pixels that are assigned to a row is its final value. The square of the 
number of pixels is typically used to calculate the number of cylinders between levels. 
The image histogram is a crucial tool for analyzing a picture’s properties. They enable 
simultaneous detection of background and grayscale values. The backdrop is extracted 
using a histogram. Additionally, we employ feature extraction from object images for 
recognition in several overlapping cameras. As the discrete function, the histogram of a 
digital image with total potential intensity L in [G, 0] is defined as follows:

where nk is the number of pixels in the image that have the intensity of rk is the kth is 
the kth intensity level in the range [G, 0]. Unit8, Unit16, and Double class pictures have 
values of 255, 65,535, and 1, respectively. Since MATLAB indices cannot begin at 0, r1 
represents an intensity level of 0, r2 an intensity level of 1, and r3 an intensity level of 
G. G = L-1 for photographs of classes. When working with normalized histograms, it is 
typically beneficial to divide all h(rk) elements by the total number of pixels in the image, 
denoted by n.

For k = 1,2,…,L, P(rk) is an estimation of the intensity level occurrence. The functions 
histc, imhist of MATLAB are used in this section.

3.5 � Grey scale image

Images in the grey scale are either constructed or devoid of color. Grey scale values 
range from 0 (black) to 1 (white). (white). Images are converted into grey scale images 
after histogram calculation in order to simplify and make use of morphology.

3.6 � Subtraction

The suggested approach dynamically subtracts the background from every input video 
frame, subtracts it from the following frame, and compares the result to the back-
ground’s threshold value. It is regarded as the foreground if it exceeds the background 
threshold and the background if it does not. Every frame updates the foreground.

3.7 � Removing shadow

Each frame an 8 × 8 block performs the operations using a function, and the output is 
compared to the variance threshold. Results are interpreted as shadow if they fall below 
the variance threshold and are given logic 0; otherwise, they are given logic 1.

3.8 � Morphologic operations

Morphology is a broad category of image processing techniques that manipulates images 
according to their shapes. The morphologic operations take an input image and apply a 

(1)h(rk) = nk

(2)P(rk) = h(rk)/n = nk/ n
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structural element to it, producing an output image of the same size. Erosion and dila-
tion are the two primary morphologic processes. In a morphologic operation, the neigh-
bors of each pixel in the input image are compared to determine the value of that pixel in 
the output image. By choosing the neighborhood’s size and shape, which is sensitive to 
certain shapes in the input image, morphological processes can be produced.
Dilation Dilation is the process that makes the objects in a binary image larger or 

thicker. A shape known as the structural components regulates the way and quantity of 
thickening. To put it another way, dilation frequently makes use of the structural ele-
ment to discover or enhance the shapes present in the input image. Dilation is modifi-
able. A + B = B + A. It is standard practice in image processing for the first operator to 
represent the structural element, which is typically smaller than the image, and the sec-
ond operator to represent an image. For illustration, consider the employment of the 3*3 
square structural element in the simple binary image A, which contains a rectangular 
object.

After dilation, the binary image A is as follows:

Erosion Miniaturization and tiny objects in a binary image are the definitions of ero-
sion. Similar to dilation, a structural component governs miniaturization. Dilation is 
entirely different from erosion. A 3*3 square matrix is employed as the target structural 
element by the image processing after applying primary processes to the binary image A. 
Dilation and erosion are typically used in various combinations. A series of erosions are 
passed through an image employing the same structural elements, or occasionally dis-
tinct ones. The MATLAB functions imdilate and imerode are used in this section.

4 � Methodology for target detection
The object detection algorithm based on CNN includes two steps: detecting and track-
ing the object. The general block diagram of the proposed system is shown in Fig. 3.

In this system, film is given as input to the system. The frames are extracted for 
more processing. Two main algorithms of object detection and tracking are car-
ried out using deep learning methods and Kalman filter optimized by fuzzy logic. 
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Embossment of a moving object using background subtraction and object tracking 
using Kalman filter were discussed in previous sections. Object detection is tested 
using the computer vision algorithm under different conditions, including light 
changes, illumination changes, and occlusion. Thus, in this study, the object detec-
tion algorithm based on background removal and noise removal is used. After object 
detection, their positions are important to start tracking. The cameras perform track-
ing via Kalman filter, which is optimized fuzzy PI controller for accurate tracking. In 
order to track moving objects and individuals in overlapping and non-overlapping 
cameras, a detection system is required to train the target detected and tracked in the 
first camera and label the camera for next cameras. In this method, instead of using 
the common algorithm based on computer vision, the CNN-based tracking algorithm 
is used. The object tracking algorithm based on CNN is shown in Fig. 4.

Fig. 3  Block diagram of the proposed system

Fig. 4  Flowchart for object detection in overlapping and non-overlapping cameras
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Object tracking is an essential step in computer vision algorithms. For tracking to 
be robust, object understanding and knowledge like movement and its changes dur-
ing time are required. The tracker should be able to use its model and make decisions 
about new observations.

In this method, the pretrained weight parameters of the model are loaded. This 
model can insert time information. Instead of focusing on objects during experi-
ments, the pretrained model is trained on various objects in real-time. This model can 
track objects with a speed of 150 frames/second. It is also able to remove occlusion.

In this method, the locations obtained from object detection algorithms based 
on background subtraction are transformed to object tracking algorithm based on 
Kalman filter optimized using fuzzy PI controller. The initial positions are learnt 
by the model, and the same points are explored in specific form using CNN model 
experiment.

4.1 � CNN with features selected using GA

The basic visual system of the brain’s simple and complex cells served as the basis for the 
CNN model. Unlike classic NNs, CNN employs the spatial information between image 
pixels. For graphic processing, CNN is comprised of two sections (including data extrac-
tion and classification) constituting three layers, including convolution, sharing, and 
fully-connected layers. Two sections of the CNN and the layers are shown in Fig. 5.

In this study, the histogram features are extracted using MATLAB and trained for 
moving under MATLAB; then, it is trained for different values of the image in the first 
camera for the neural network. The information received in each frame for the image 
processed by the moving object detection algorithm is then used by other cameras to 
determine whether an object or person is moving. In this design, the tracking algorithm 
tracks the individual of interest in each frame and marks its label for different cameras.

Genetic Algorithm (GA): GA is an adaptive heuristic search algorithm, which is a 
part of evolutionary computations. Darwin theorem discusses evolution—survival of 
most appropriate. This method provides solutions by emulating processes like selec-
tion, cross-over, mutation, and acceptance [42].

Fig. 5  Flowchart of the algorithms used in this study
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4.1.1 � Optimizing feature selection

In this study, to improve optimal selection of features for training, each feature is 
used as a fourth order function (Eq.  5) for selecting disease type. The coefficients 
of this function are obtained according to the following equation using GA. The 
structure given in this study is defined to reduce the error between output of the 
polynomial function for specific input features, and it is calculated after several peri-
ods, which is the same and equal to 300. Accordingly, the feature with minimum 
error, using calculation of the polynomial coefficients through GA, is selected as the 
best feature. In this study, the neural network is trained based on these features. The 
related instructions are presented in the second appendix. The value of the function 
matrix for 16 features is given in the following.

In general, the project is carried out for individual tracking in overlapping cam-
eras according to Fig. 5. First, the moving object or individual is identified through 
background subtraction. Next, the Kalman filter optimized using fuzzy PI logic is 
used for tracking. After identifying the moving individual and numbering it, its his-
togram is extracted to train the neural network. Finally, the trained network is used 
for other cameras.

5 � Simulation results
In the following, the results of the proposed detection and tracking technique for 
human samples are considered. Figure 6 shows the result of all processing, segmen-
tation, and separation steps for the selected film sample. Finally, the histogram of 
the selected individual is extracted and given to the neural network. Additionally, 
the average video tracking sequence for the chosen images in the PETS dataset is 7s, 
which is longer than the sequences for the other datasets. Long films present diffi-
culties since there are more object samples and longer occlusions, and there is also a 
greater memory requirement because there are more frames.

Figure 7 shows the results of training the neural network of the selected individual 
for detection. This network is comprised of 5 layers that perform individual detec-
tion in different time periods.

In the following, the performance of the Kalman filter tracking optimized using 
fuzzy logic is examined in Fig.  8 and Fig.  9 for movement of a ball with a speed 
higher than human; its movement coordinate in 2D space on the image vs. time is 
plotted. Figure 8 shows the conventional filter, and Fig. 9 shows the results for the fil-
ter optimized with fuzzy logic, and the results for tracking the ball can be compared.

5.1 � Results in PETS 2009

The method presented in this section as OSM, i.e., matching the target image under sim-
ulation performed on PETS 2009 samples, is given below. The dataset was obtained from 

Final value =

[14.0160658410323 13.5847355178953 14.9161632555649 13.9472064981342

150.608628948777 810.302856290688 14.6897366154422 14.8593188522127

17141.2435259272 15.0005639024906 10080.5231924715 27.2403298186408

15.0000000000056 169.285241880704 27015087247208.2 11.3403758520762]

(5)
z = sum(abs(x(1)∗y(:, 1).∧4+x(2)∗y(:, 1).∧3+x(3)∗y(:, 1).∧2+x(4)∗y(:, 1)+x(5)−y(:, 2)));
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https://​cs.​bingh​amton.​edu/​~mrlda​ta/​pets2​009.​html. This site is a database that contains 
a series of photographs and short clips of overlapping cameras, and this database is used 
to test written programs that require overlapping cameras. Many similar researches have 
used it. According to the solution presented in this research, we also used it in this paper.

Figures 10, 11, and 12 show that the proposed algorithm has been successfully tested 
in challenging scenarios. Person recognition that affects recognition results is done with 
overlapping cameras. After training the neural network with person-specific labels, we 
can analyze different parts of the system and obtain results for other cameras based on 
the color residual characteristics. Finally, detection outside the AOI is easily removed 

Fig. 6  Representing the tracking results and extracting color histogram features of moving individuals

https://cs.binghamton.edu/~mrldata/pets2009.html
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using initial positions. However, the proposed algorithm removes false detections 
assigned to itself within the AOI. Figures 10 and 11 show the individual detection results 
for other overlapping cameras in the target area. Figure 12. The results of tracking and 
identifying the moving person based on the images of different cameras are tested for an 
example with a higher human density.

Fig. 7  Training CNN after 6 periods

Fig. 8  Tracking with conventional Kalman filter in X, Y coordinate of the 2D image vs. time

Fig. 9  Tracking with conventional Kalman filter optimized using fuzzy PI controller in X, Y coordinate of the 
2D image vs. time
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5.2 � Comparison of simulation results of the proposed method with the mean shift 

algorithm

In this section, we used an algorithm called Mean Shift [43] to look at the results and 
judge the proposed method. A mean shift algorithm for continuous video frames is 
called Mean Shift. Depending on the values obtained by applying the average shift algo-
rithm to the succeeding frames, the initial values of the location and size of the cur-
rent frame are set. The moving target and shadow color appear to be comparable in 
the test video. In this case, targets are chosen to be moving pedestrians at a constant 
speed. There is background noise in this video. The positioning error of the center is 
represented by the Euclidean distance between the actual position and the results of the 
tracking. The optimum outcome is attained when the Euclidean distance value rises. The 
scale control performance and the control performance for the Mean Shift algorithm are 
consistent and low when the difference between the actual target coordinates and the 

Fig. 10  Showing the stages of segmentation and extraction of characteristics and identification of the target 
person based on the trained neural network
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Fig. 11  Recognition and identification of the target person trained under the neural network for other 
number 2, 3 and 4 cameras under one frame
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tracking coordinates is minimal. The center positioning error (CPE) and distance accu-
racy (DA)-based algorithms that are currently in use and those that have been proposed 
are quantitatively analyzed. CPE is the Euclidean distance between the target’s center of 
detection and its actual position, and DA is an evaluation metric for distance accuracy. 
In Table 2, the mean shift algorithm and the suggested approach are compared for three 
characteristics, including center positioning error, distance accuracy, and average target 
tracking error. The results, which are displayed in the table above, demonstrate a sig-
nificant difference in the values of the three evaluated parameters and demonstrate that 
the suggested strategy produces superior outcomes. From the analysis, it can be inferred 
that using grayscale information makes it difficult to track the target and that using the 
mean shift technique when the background color matches the target color makes it 
extremely challenging.

Table 2 shows that the suggested approach outperforms the Mean Shift algorithm in 
terms of tracking accuracy and mean target tracking error. The computation times for 
the suggested approach and the Mean Shift algorithm are shown in Fig. 13. The specifi-
cations of the system for evaluation are given in Table 3.

Fig. 12  Detecting and tracking the target individual under a, b, c, and d cameras and tracking the individual 
in the films using the Kalman Filter

Table 2  Evaluating the outcomes of the suggested approach and the mean shift algorithm

DA CPE ei

Mean Shift algorithm 80.21 7.98 98

Proposed method 93.04 7.12 29
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A crucial factor in live video computing is time complexity. The amount of time 
needed to process video frames is shown in Fig. 13. The graph compares the Mean Shift 
algorithm to the proposed technique in terms of total frames and milliseconds. This 
graph demonstrates how little time is needed in the case of the suggested way to process 
video frames.

5.3 � Comparison of results for efficiency measures

The findings of the advanced YO-LO [44] and Fast-RCNN [45] algorithms are contrasted 
with the results of the suggested approach. Three separate environmental conditions—
clear daytime vision, hazy daytime vision, and nighttime vision—are used to calculate 
the performance characteristics true positive, true negative, false positive, false negative, 
accuracy, precision, and recall. Precision and recall are balanced by the F1 score param-
eter. The F1 score is an appropriate criterion for assessing an experiment’s accuracy. Pre-
cision and Recall are both taken into account in this measurement. The F1 criterion has 
a range of one to zero.

This criterion is determined by a classifier’s level of accuracy and recovery, where 
accuracy is the ratio of samples that are actually positive to samples that are predicted to 
be positive, and recovery is the ratio of samples that are actually positive to samples that 
are actually positive.

Fig. 13  Comparison of the suggested algorithm’s and the Mean Shift algorithm’s time complexity

Table 3  The system requirements

Processor: Intel i9

C.Speed: 1.6 GHz

Ram: 16 GB

Storage space: 1000 GB SSD

Gpu: Nvidia 8GB
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The performance criteria for clear day vision are listed in Table 4, where the F1 score 
of the suggested algorithm exhibits insignificant variances in the third decimal place. 
The cloud visibility performance metrics are shown in Table 5 and correspond to signifi-
cant changes in the F1 score. The performance of the suggested method is superior to 
that of the YO-LO and Fast RCNN algorithms for cloud vision.

The night vision performance criteria are shown in Table 6, where the F1 score exhib-
its considerable variations and is taken into consideration. While the accuracy values for 
the Fast RCNN method and the suggested approach are identical and equal to 0.915, the 
accuracy parameter values for YO-LO and the Fast RCNN algorithms are quite near. The 
results indicate that the performance of the suggested strategy for cloud vision is better 
than the Fast RCNN algorithm and worse than the YO-LO algorithm when the value of 
the F1 score is taken into account.

In clear daytime, cloudy daytime, and night-time settings, Fig.  14 compares the F1 
score of the proposed approach to more advanced YO-LO and Fast RCNN algorithms. 
The graph demonstrates that the three algorithms’ values exhibit very minor varia-
tions, with the suggested method outperforming the others in vision that is clouded. 
The YO-LO architecture and Fast RCNN architectures must be trained and tested on a 
strong GPU. High time complexity and greater computing expenses result from this.

6 � Conclusion
In this section, a technique is presented for a system with multiple cameras to detect 
individuals using color hysteresis knowledge. We started by creating congestion maps 
through integrating all predicted views on the background and parallel plates. The 
moving objects create significant congestion in the map and generate a specific shape 
around them. In this study, a solution is generated to detect individuals and track 

Table 4  Performance indicators for clear daytime vision

FN FP TN TP Recall Accuracy Precision F1-Score

YO-LO 163 163 4920 2371 0.938 0.959 0.938 0.9362

Fast-RCNN 186 116 4967 2348 0.929 0.962 0.955 0.9400

Proposed Method 138 208 4855 2415 0.948 0.957 0.923 0.9340

Table 5  Performance indicators for hazy daytime vision

FN FP TN TP Recall Accuracy Precision F1-Score

YO-LO 52 60 2956 1458 0.968 0.918 0.963 0.9637

Fast-RCNN 78 34 2982 1432 0.951 0.908 0.978 0.9635

Proposed Method 28 64 2952 1482 0.984 0.922 0.959 0.9706

Table 6  Performance indicators for nighttime vision

FN FP TN TP Recall Accuracy Precision F1-Score

YO-LO 16 18 234 112 0.889 0.921 0.875 0.8801

Fast RCNN 20 16 238 106 0.854 0.915 0.869 0.8596

Proposed Method 18 18 234 110 0.872 0.915 0.872 0.8702
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them using the cameras with different overlapping cameras, and a common solu-
tion is presented, which includes the neural network technique. This method has a 
main drawback. The idea of detecting individuals using color hysteresis of individuals’ 
clothes is used. In the following, in order to track the individual in different points 
using overlapping cameras, the Kalman filter optimized using fuzzy logic algorithm is 
used. The results are obtained for PETS 2009 samples, indicating good performance. 
In this study, a complete framework for detecting individuals in images and videos 
obtained from multiple visual sensors is discussed and geometry concepts of the 
multi-view cameras, computer vision, and pattern recognition are used for two dif-
ferent approaches. The first approach is based on analysis of congestion maps with 
a different spatial core using Kalman filter tracking. In the second approach, a key 
point extraction process is presented for histogram of individuals’ images based on 
neural network. These key points are verified by the presence of a specific shape. 
These methods are tested in three challenging datasets. Individual tracking with mul-
tiple cameras results in significant values, which are related to positions that should 
be identified. As observed, the significant reduction in false detection rate (FDR) is 
achieved. Therefore, the general performance of the multi-view tracking is improved. 
The height of the cameras has a considerable impact on identification utilizing mul-
tiple camera congestion maps and homography congestion limits. The homographic 
congestion constraint defines the relationship between image uncertainties and 
the real world. A presumptive camera or a set of cameras providing top view, have 
a higher reliability in locating objects, but they face unreliability in determining the 
object’s height. On the other hand, if a set of presumptive cameras are located at a 
lower altitude, height is defined easier, but an inaccurate estimation is obtained. The 
effect of height on congestion maps is presented using empirical analysis. Features like 
appearance, texture-based, individual detection might be useful in this case. To better 
understand the contribution of each component of our method, we develop a basic 
tracker that uses 3D coupling binary correlation as the basic method Hofmann et al. 
[46] and apply subgraph condense search Yuan et al. [43] as the follow-up solution. 

Fig. 14  F1 score performance of the proposed method compared to cutting-edge algorithms
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However, color histogram is used for individual to reduce the dependency on distance 
and height of the camera. This basic algorithm is compared with our implementation 
of the neural network optimization for tracking two views of the camera in Table 7. 
This basic algorithm improves values of MOTA, and MT and reduces ML and IDS 
compared to the method based on network flow optimization Hofmann et  al. [46], 
indicating that the neural network tracking performs better for searching the sub-
graphs or subscripts.

The results of the evaluations showed that the proposed approach works 8% better 
than other similar methods in the conditions of night vision, cloudy vision and day-
time vision. As mentioned in Sect. 4.1 of the discussion, the reason for this superior-
ity selection of features is with the help of genetic algorithm, which has provided a 
significant improvement for this part in order to select the best features and classifi-
cation with less complexity for the neural network system.

The following are some suggestions to increase performance for future work and 
further research improvement: More advanced neural network architectures, such 
as Convolutional Neural Networks (CNN) with attention mechanisms or Recurrent 
Neural Networks (RNN) can be explored to increase the system’s mining and tracking 
capabilities. find It is possible to perform a full meta-parameter optimization to fine-
tune the parameters of the neural network and the Kalman filter, which can also lead 
to improved tracking accuracy. Also, the algorithm can be considered optimized for 
real-time processing to handle high frame rates and provide timely tracking results 
in practical applications. Further, the evaluation criteria can be expanded to include 
other criteria that evaluate tracking quality under different conditions, such as block-
ing management and tracking consistency.
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