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Abstract 

Active noise control (ANC) is gaining ever-increasing attention owing to its powerful 
ability to attenuate low-frequency noise. The computational complexity of an ANC 
system may directly affect its computational efficiency, control performance, and hard-
ware costs. Therefore, the focus of this paper is mainly on discussing the develop-
ment of ANC systems with emphasis on reducing computational complexity. The 
ANC systems are classified into two groups of narrowband and broadband systems. 
The computational complexity analysis is provided to show the computational merit 
of each system with respect to the conventional ANC systems. In addition, numerical 
simulations are performed to evaluate the convergence speed and noise reduction 
performance of the considered systems. The results show that, in the narrowband ANC 
systems, the LFE-NANC, CFX-NANC and BFX-NANC systems enjoy better overall perfor-
mance in terms of the computational complexity, convergence speed and steady-state 
error, and in the broadband ANC systems, the DF-BANC system has the lowest com-
putational complexity but cannot effectively attenuate the broadband noise with high 
spectral dynamics, whereas the DS-BANC and MDS-BANC systems can. This study 
provides in-depth insight into current typical low-complexity ANC systems.

Keywords: Active noise control, Computational complexity, FXLMS algorithm, 
Narrowband ANC systems, Broadband ANC systems

1 Introduction
In 1936, Lueg [1] first put forward active noise control (ANC) technique based on the 
principle of sound wave interference. This technique introduces a controllable second-
ary source to generate a secondary sound with the same amplitude but opposite phase 
to cancel the primary noise. Compared to passive noise control (PNC) technique, ANC 
technique possesses the advantages of exceptional low-frequency control effect, flex-
ible parameter setting and easy implement. Furthermore, the considerable advance-
ment of large-scale integrated circuits and digital signal processing has facilitated ANC 
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technique a wide range of noise control applications, such as vehicle noise control [2–4], 
vessel noise control [5–7], and airplane noise control [8–10], etc.

According to the spectral characteristics of primary noise, ANC systems can be 
divided into narrowband and broadband ANC systems [11, 12]. Currently, the parallel-
form narrowband ANC systems are more popular than the direct-form ones, and they 
usually connect multiple two-weight adaptive notch filters in parallel to control multi-
tonal noise [13–15]. Figure  1 shows the block diagram of the conventional filtered-x 
least mean square (FXLMS) algorithm-based narrowband ANC (FX-NANC) system. 
In each frequency channel of this system, a synthesized cosine wave and a synthesized 
sine wave are used as the reference signals, and their amplitudes and phases are adap-
tively modulated by the adaptive notch filter to track the primary noise. The frequency 
information used to synthesize the cosine and sine waves is usually given directly or 
calculated from other signals such as rotating speed signal. According to the principle 
of FXLMS algorithm, the reference signal needs to be filtered with the estimate of the 
secondary path to obtain the filtered reference signal for weight updating. Therefore, in 
each frequency channel, two reference-filtering operations are required for the cosine 
and sine reference signals. Each reference-filtering operation is actually a convolution 
operation in the mathematical sense, and the number of multiplications and additions 
involved depends on the length of the estimated secondary path. This means that when 
the number of the controlled tonal components and/or the length of the estimated sec-
ondary path increases, the computational burden of this system in terms of reference 
filtering will severely limit its real-world applications.

As for broadband ANC systems, the conventional broadband ANC system is also 
based on the FXLMS algorithm (the system is called FX-BANC system), as shown in 
Fig.  2. Different from the FX-NANC system, the FX-BANC system uses a high-order 
transverse finite impulse response (FIR) filter as the control filter. At each sample point, 
the system needs to generate the control signal for secondary output and the filtered ref-
erence signal for weight updating. Therefore, when the length of the control filter and/
or the length of the estimated secondary path is large, the computational load regarding 
convolution operations of the FX-BANC system will be much more than the FXLMS 
recursion requirements.

Fig. 1 Block diagram of the conventional FX-NANC system (ith channel)
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Over the past few decades, ANC research has made significant progress in criti-
cal performance improvements, including accelerating convergence speed, enhancing 
robustness and reducing computational complexity. The main approaches to improve 
the convergence speed of the conventional ANC systems include adaptive variable 
step size method [16–18], variable tap-length method [19–21] and eigenvalue equali-
zation method [22]. The robustness enhancement approaches for impulse noise are 
mainly threshold setting method [23, 24], logarithmic transformation method [25] 
and fractional moment method [23, 26].

A low-computational ANC system can ensure fast computational efficiency to meet 
the demands of high sampling rate, which is very beneficial especially when tracking 
time-varying non-stationary noise. Besides, according to Shannon sampling theory, a 
high sampling rate is also necessary when the controlled noise is a broadband noise 
such as vehicle interior noise at high speeds. On the other hand, the low computa-
tional effort of an ANC system means that it will consume fewer hardware resources, 
so one may use cheaper hardware available in the market or possibly include the 
entire ANC system in the controller already installed on the machine. This way, the 
ANC technique will become more applicable to real machines and products, and can 
meet the stringent cost requirements of machinery manufacturers. In efforts to pur-
sue efficient ANC systems, various improvement measures have been proposed for 
the conventional narrowband and broadband ANC systems. The typical approaches 
for the narrowband ANC system include the delay compensation method [27, 28], 
bandpass filter method [29], local secondary path estimation method [30–33], fil-
tered-error structure method [34–36], and complex signal representation method 
[37]. As for the broadband ANC system, the most commonly used improvement 
approaches are the delayless frequency-domain adaptive filtering method [38–40] and 
the delayless subband adaptive filtering method [8, 38, 41–43].

In addition, a multi-channel ANC system equipped with multiple secondary sources 
and error microphones needs to be utilized in order to achieve large three-dimen-
sional spatial noise suppression. The conventional multi-channel ANC system is based 
on the centralized control strategy with good global noise attenuation performance 
[11, 44, 45]. Nevertheless, the computational complexity of the system increases 
largely when the number of channels increases. To alleviate the computational bur-
den of multi-channel ANC systems, the decentralized control strategy [46–48] and 

Fig. 2 Block diagram of the conventional FX-BANC system
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the distributed control strategy [41, 49–52] have been widely investigated. This study 
focuses on analyzing and discussing the methods to reduce the computational com-
plexity of the system in [27–43]; and therefore, it is based on single-channel systems.

As described above, ANC technique has been developed extensively, and some review 
papers on ANC have been published [12, 53–56]. However, few of them focus on the 
problem of computational savings. The motivation for this paper is therefore to survey 
some typical computationally efficient narrowband ANC systems and broadband ANC 
systems, respectively. The computational complexity of the considered systems is ana-
lyzed and compared. Furthermore, to explore the impact caused by reducing compu-
tational complexity, the convergence speed and noise reduction performance of the 
systems are also investigated. This paper is organized as follows. In Sects. 2 and 3, typi-
cal computationally efficient narrowband and broadband ANC systems are reviewed, 
respectively, and the computational complexity analysis is provided. Section 4 evaluates 
the convergence speed and noise reduction performance of the systems by numerical 
simulations. Finally, conclusions are summarized in Sect. 5.

2  Computationally efficient narrowband ANC systems
2.1  Conventional FX‑NANC system

Firstly, the conventional narrowband ANC system namely the FX-NANC system is 
introduced. In Fig. 1, P(z) is the true primary path, S(z) is the true secondary path, Ŝ(z) is 
the estimate of the true secondary path, d(n) is the primary noise signal, e(n) is the resid-
ual noise signal, and the other symbol definitions are given in the following derivation.

The cosine and sine reference signals corresponding to the frequency ωi of the ith 
tonal component are expressed as

and then when there are q tonal components to be controlled, the total output of all 
the adaptive notch filters may be given by

where 
{

âi(n), b̂i(n)
}q

i=1
 are the weights of the control filters, and n is the time (or sample 

point) index.
The residual error signal of the system is defined as

where {sm}M−1
m=0 are the impulse response coefficients of the true secondary path S(z) with 

length M.
Based on the FXLMS algorithm, the instantaneous squared error signal is minimized 

and the weights of the control filters are updated as

(1)xai(n) = cos (ωin)

(2)xbi(n) = sin (ωin)

(3)y(n) =

q

i=1

yi(n) =

q

i=1

âi(n)xai(n)+ b̂i(n)xbi(n)

(4)e(n) = d(n)−

M−1
∑

m=0

smy(n−m)
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for i = 1, 2,…, q, where {µi}
q
i=1 are the step sizes, and

where 
{

ŝm
}M̂−1

m=0
 are the impulse response coefficients of the estimated secondary path 

Ŝ(z) with length M̂ and may be used to replace {sm}M−1
m=0 . And it should be noted that 

the derivation of Eqs. (7) and (8) contains an assumption that âi(n) ≈ âi(n−m) and 
b̂i(n) ≈ b̂i(n−m) for slow convergence.

Finally, the formulas of updating the control filter weights are rewritten as

where x′ai(n) and x′bi(n) are the filtered reference signals and expressed as

From Eqs. (9) and (12), it can be observed that the weight updating based on the 
FXLMS algorithm originally requires only 3 multiplications per input sample in each 
frequency channel, while the generation of the filtered reference signals requires 2M̂ 
multiplications. The length of the estimated secondary path usually needs to be large 
enough such as M̂ = 256 to ensure that the estimated model can accurately charac-
terize the true secondary path. Therefore, the length M̂ imposes a huge computa-
tional burden on the FX-NANC system. On the other hand, when the target noise is 
a multi-harmonic noise generated by rotating machinery, the number q of the con-
trolled tonal components is also large. As a result, 2qM̂ multiplications per input 
sample are required for the reference-filtering operations, and the length M̂ and the 
number q are considered as the main sources of computational complexity for the FX-
NANC system. To improve the computational efficiency of this system especially for 

(5)âi(n+ 1) = âi(n)−
µi

2

∂e2(n)

∂ âi(n)

(6)b̂i(n+ 1) = b̂i(n)−
µi

2

∂e2(n)

∂ b̂i(n)

(7)
∂e2(n)

∂ âi(n)
= −2e(n)

M−1
∑

m=0

sm
∂y(n−m)

∂ âi(n)
≈ −2e(n)

M̂−1
∑

m=0

ŝmxai(n−m)

(8)
∂e2(n)

∂ b̂i(n)
= −2e(n)

M−1
∑

m=0

sm
∂y(n−m)

∂ b̂i(n)
≈ −2e(n)

M̂−1
∑

m=0

ŝmxbi(n−m)

(9)âi(n+ 1) = âi(n)+ µie(n)x
′
ai(n)

(10)b̂i(n+ 1) = b̂i(n)+ µie(n)x
′
bi(n)

(11)x′ai(n) =

M̂−1
∑

m=0

ŝmxai(n−m)

(12)x′bi(n) =

M̂−1
∑

m=0

ŝmxbi(n−m)
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non-stationary noise scenarios, some efforts may be made in relieving the computa-
tional requirements for reference filtering.

2.2  DFX‑NANC system

The delay compensation method proposed by Ziegler [27] is the earliest method used to 
reduce the computational cost of reference-filtering operations. It employs the delay esti-
mation of the secondary path to substitute the secondary path and use a certain number 
of delay samples to represent the delay estimation. In other words, this method simpli-
fies the convolution operations of reference filtering to pure sample delay operations, 
which significantly reduces the computational effort of the narrowband ANC system. 
The corresponding improved system is called delay FX-NANC (DFX-NANC) system, as 
illustrated in Fig. 3.

Assuming that the corresponding phase-frequency response of the estimated second-
ary path at the controlled frequency ωi is represented by ϕ̂si (since the secondary path 
only plays the role of delay rather than advance prediction in phase, ϕ̂si should be kept in 
the range of [− 2π, 0]), the number of delay samples at ωi may be calculated by

Accordingly, the filtered reference signals in the DFX-NANC system are expressed by

From Eqs. (14) and (15), it can be easily seen that the reference-filtering operations 
do not need to perform any multiplications or additions, and thus the DFX-NANC sys-
tem has notably less computational cost with respect to the FX-NANC system. How-
ever, when the controlled frequency ωi is high, the number of delay samples βsi cannot 
accurately characterize the delay estimation of the secondary path, which may lead to 
the deterioration of the convergence speed and noise attenuation performance of the 

(13)βsi = round

(

−ϕ̂si

ωi

)

(14)x′ai(n) = xai(n− βsi)

(15)x′bi(n) = xbi(n− βsi)

Fig. 3 Block diagram of the DFX-NANC system (ith channel)
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system. Besides, the amplitude effect of the secondary path is not considered at all in the 
delay compensation method.

2.3  BFX‑NANC system

In [29], Xiao proposed a bandpass filter bank-based FX-NANC (BFX-NANC) system. 
With the use of bandpass filter bank, only two convolution operations for reference fil-
tering need to be performed for all the frequency channels. It is realized by the follow-
ing strategy: Firstly, all the cosine reference signals and all the sine reference signals are 
summed respectively; and then, the resulting summed reference signals are filtered by 
the estimation secondary path to generate the total filtered reference signals; finally, the 
total filtered reference signals are decomposed by the bandpass filters and a series of 
individual filtered reference signals are obtained.

The block diagram of the BFX-NANC system is shown in Fig. 4. The sum of the cosine 
reference signals and the sum of the sine reference signals for all the controlled frequen-
cies are expressed respectively by

and then these two summed reference signals are filtered by the estimated secondary 
path, as

(16)xa =

q
∑

i=1

xai

(17)xb =

q
∑

i=1

xbi

Fig. 4 Block diagram of the BFX-NANC system (ith channel)
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By using a bank of bandpass filters derived from a second-order IIR notch filter [57], 
the individual filtered reference signals corresponding to the frequency ωi are calcu-
lated by

where the transfer function of the bandpass filter used is given by

ci =  − 2cosωi is the frequency-dependent coefficient and 0 < ρ < 1 is the pole-attraction 
parameter.

On the basis of the above strategy, only two convolution operations are required for 
reference filtering in the whole BFX-NANC system, and thus the system has less com-
putational cost compared to the FX-NANC system. Nevertheless, as shown in Eqs. 
(20) and (21), the system needs eight additional multiplications due to the bandpass 
filters, and at the same time the bandpass filters may also cause some convergence 
delay.

2.4  LFX‑NANC system

Generally, the global secondary path over the entire frequency range (the maximum 
frequency is actually the Nyquist frequency) is modeled using a long FIR filter based 
on the random white noise method. To reduce the length of the modeling filter, Del-
egà et  al. [30] employed the bandpass filters with the same structure as in Sect. 2.3 
and proposed a local secondary path estimation method. The idea behind this method 
is that the global secondary path can be divided into multiple local secondary paths 
according to frequency subbands, and correspondingly the single high-order global 
model can be replaced by a set of low-order local models. It is assumed that the entire 
frequency range is divided into K subbands and the local secondary path estimates 
are represented by Ŝk(z) , k = 1, 2,…, K. Then, if the frequency ωi lies in the kth sub-
band, the corresponding local model is denoted by Ŝki(z) . The block diagram of the 
local secondary path estimation based FX-NANC (LFX-NANC) system is presented 
in Fig. 5. The expressions of the filtered reference signals in the system are written as

(18)x′a(n) =

M̂−1
∑

m=0

ŝmxa(n−m)

(19)x′b(n) =

M̂−1
∑

m=0

ŝmxb(n−m)

(20)
x′ai(n) = (ρ − 1)cixai(n− 1)+

(

ρ2 − 1
)

xai(n− 2)− ρcixai(n− 1)− ρ2xai(n− 2)

(21)
x′bi(n) = (ρ − 1)cixbi(n− 1)+

(

ρ2 − 1
)

xbi(n− 2)− ρcixbi(n− 1)− ρ2xbi(n− 2)

(22)Hi(z) =
(ρ − 1)ciz

−1 +
(

ρ2 − 1
)

z−2

1+ ρciz−1 + ρ2z−2
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where 
{

ŝk ,m(n)
}M̂l−1

m=0
 are the impulse response coefficients of the local secondary path 

model Ŝk(z) (or Ŝki(z) ) with length M̂l.
The length M̂l can be taken as a much smaller value compared to the length M̂ of Ŝ(z) 

( M̂l ≤ M̂ ), and thus the computational load of reference filtering in the LFX-NANC system 
is greatly decreased. But it was shown in [32, 33] that Delegà’s local secondary path estima-
tion method cannot guarantee good spectral estimation accuracy at most frequencies of 
each subband, especially when the dynamic range of amplitude-frequency response of the 
secondary path is large. Therefore, the convergence performance of the LFX-NANC system 
may be limited.

2.5  FE‑NANC system

Considering different algorithm structures, Zhu et al. [34] adopted the filtered-error struc-
ture instead of the usual filtered-reference structure to develop a filtered-error least mean 
square (FELMS) based narrowband ANC (FE-NANC) system. The block diagram of the 
FE-NANC system is shown in Fig. 6, where Ŝ′(z) is the error filter. In this system, the sole 
error signal is filtered by the error filter, and then the filtered error signal is used to update 
the control filter weights in all the frequency channels. Accordingly, only one convolution 
operation for error filtering is required in the whole FE-NANC system, regardless of the 
number of tonal components. Defining two expressions as follows:

(23)x′ai(n) =

M̂l−1
∑

m=0

ŝk ,mxai(n−m)

(24)x′bi(n) =

M̂l−1
∑

m=0

ŝk ,mxbi(n−m)

(25)�ga(n) = e(n)

M̂−1
∑

m=0

ŝmxai(n−m)

Fig. 5 Block diagram of the LFX-NANC system (ith channel)



Page 10 of 30Li et al. EURASIP Journal on Advances in Signal Processing        (2023) 2023:128 

Let v = n–m, thereby Eqs. (25) and (26) are rewritten as

Since 
M̂−1
∑

m=0

ŝme(v +m) cannot be implemented with a causal system, e(v +m) , xai(v) 

and xbi(v) are delayed by M̂ − 1 samples. Then

Defining j = M̂ − 1−m and

where 
{

ŝM̂−1, ŝM̂−2, ..., ŝ0
}

 may be considered as the weights of the error filter Ŝ′(z).
Finally, the control filter weights of the FE-NANC system are updated by

(26)�gb(n) = e(n)

M̂−1
∑

m=0

ŝmxbi(n−m)

(27)�ga(v)=

M̂−1
∑

m=0

ŝme(v +m)xai(v)

(28)�gb(v)=

M̂−1
∑

m=0

ŝme(v +m)xbi(v)

(29)�ga(v)=

M̂−1
∑

m=0

ŝme
(

v +m− M̂ + 1
)

xai

(

v − M̂ + 1
)

(30)�gb(v)=

M̂−1
∑

m=0

ŝme
(

v +m− M̂ + 1
)

xbi

(

v − M̂ + 1
)

(31)e′(v) =

M̂−1
∑

j=0

ŝM̂−1−je(v − j)

Fig. 6 Block diagram of the FE-NANC system (ith channel)



Page 11 of 30Li et al. EURASIP Journal on Advances in Signal Processing        (2023) 2023:128  

where e’(n) denotes the filtered error signal, and the formulas are based 
on the assumptions: e′(n) ≈ e′(v) , xai(n− M̂ + 1) ≈ xai(v − M̂ + 1) and 
xbi(n− M̂ + 1) ≈ xbi(v − M̂ + 1) . It is noted that the length M̂ of the estimated second-
ary path plays an important role in the above sample delay operation and assumptions. 
This indicates that the convergence speed of the FE-NANC system may be very poor 
when M̂ takes a large value.

2.6  LFE‑NANC system

Based on the local secondary path estimation method, an improved FE-NANC (called 
LFE-NANC) system is developed in our recent study [32, 33], as shown in Fig. 7. The 
LFE-NANC system differs from the above FE-NANC system in that a set of local sec-
ondary path estimates are used. Furthermore, the local models are obtained by the 
improved local secondary path modeling methods that are more accurate than Del-
egà’s modeling method. On the basis of this, the LFE-NANC system may have not 
only less computational cost but also much better convergence performance than the 
FE-NANC system.

Correspondingly, the control filter weights of the LFE-NANC system are updated 
using the FELMS algorithm, as

where

(32)âi(n+ 1) = âi(n)+ µie
′(n)xai

(

n− M̂ + 1
)

(33)b̂i(n+ 1) = b̂i(n)+ µie
′(n)xbi

(

n− M̂ + 1
)

(34)âi(n+ 1) = âi(n)+ µie
′
i(n)xai

(

n− M̂l + 1
)

(35)b̂i(n+ 1) = b̂i(n)+ µie
′
i(n)xbi

(

n− M̂l + 1
)

Fig. 7 Block diagram of the LFE-NANC system (ith channel)
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2.7  CFX‑NANC system

The above narrowband ANC systems are all based on real-valued signals, which is con-
sistent with real-world applications. Considering that two complex-conjugate sinusoidal 
signals can be merged into a real-valued sinusoidal signal, Jeon et  al. [37] proposed a 
complex FXLMS algorithm-based narrowband ANC (CFX-NANC) system. The CFX-
NANC system uses the complex signal representation method to convert the convolu-
tion operation for reference filtering at a controlled frequency into the complex-valued 
multiplication operation. There is no doubt that the computational complexity of the 
system can be significantly improved. The reference signals in this system are expressed 
by

Then the filtered reference signals are given by

where Âsi and ϕ̂si are the amplitude gain and phase shift of the estimated secondary 
path Ŝ(z) at the frequency ωi, respectively.

The control filter weights are updated by the complex FXLMS algorithm, as

where (▪)* denotes the complex conjugate operation. It can be seen that the CFX-NANC 
system involves a series of complex-valued operations, although the complex time-
domain convolutions are replaced by the simple frequency-domain multiplications.

2.8  Computational complexity analysis

In this section, the computational complexity of the conventional FX-NANC system, 
DFX-NANC system, BFX-NANC system, LFX-NANC system, FE-NANC system, LFE-
NANC system, and CFX-NANC system is analyzed and compared. Table 1 summarizes 
the required number of real multiplications per input sample for the seven systems. It is 
assumed that one complex multiplication is equivalent to four real multiplications. As 
defined earlier, q represents the number of controlled frequencies, M̂ and M̂l represent 
the length of global and local secondary path estimates, respectively.

(36)e′i(n) =

M̂l−1
∑

j=0

ŝM̂l−1−je(n− j)

(37)xai(n) = ej(ωin−π/ 2)

(38)xbi(n) = e−j(ωin−π/ 2)

(39)x′ai(n) = Âsie
jϕ̂si xai(n)

(40)x′bi(n) = Âsie
jϕ̂si xbi(n)

(41)âi(n+ 1) = âi(n)+ µie
∗(n)x′ai(n)

(42)b̂i(n+ 1) = b̂i(n)+ µie
∗(n)x′bi(n)
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The normalized computational complexity of the six computationally efficient nar-
rowband ANC systems for different M̂ and q with respect to the conventional FX-
NANC system is compared quantitatively in Fig.  8, where M̂l is set to 2. It is obvious 
from Fig.  8 that in all the considered typical cases, the computational complexity of 
the DFX-NANC system and the LFE-NANC system is always less than 10% of the con-
ventional system. The DFX-NANC system enjoys the best computational advantage 
among all the systems, and the LFE-NANC system is the second system with the low-
est computational complexity. And when M̂ and q take smaller values, the compu-
tational merit of the BFX-NANC system and the CFX-NANC system is not very 
significant compared to other systems. In a usual case of M̂ = 128 and q = 9 , the six 
computationally efficient narrowband ANC systems can save the number of performed 
real multiplications by 98.1%, 84.1%, 96.6%, 92.6%, 97.3%, 90.0%, respectively, and thus 
the comparative results of the computational merit of these systems may be expressed as 
DFX-NANC > LFE-NANC > LFX-NANC > FE-NANC > CFX-NANC > BFX-NANC.

3  Computationally efficient broadband ANC systems
3.1  Conventional FX‑BANC system

Before introducing computationally efficient broadband ANC systems, the conventional 
FX-BANC system in Fig. 2 is first reviewed as follows:

The output of the control filter W(z) is given by

(43)y(n) = wT(n)x(n)

Table 1 Computational complexity of the seven narrowband ANC systems in terms of real 
multiplications

FX‑NANC DFX‑NANC BFX‑NANC LFX‑NANC FE‑NANC LFE‑NANC CFX‑NANC

Controller output 2q 2q 2q 2q 2q 2q 8q

Reference filtering 2qM̂ 0 2M̂+ 8q 2qM̂l M̂ qM̂l
8q

Weight updating 3q 3q 3q 3q 3q 3q 10q

Total 2qM̂+ 5q 5q 2M̂+ 13q 2qM̂l + 5q M̂+ 5q qM̂l + 5q 26q

Fig. 8 Normalized computational complexity of the six computationally efficient narrowband ANC systems 
for different M̂ and q with respect to the conventional FX-NANC system
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where w(n) and x(n) are the control filter weight vector and reference signal vector 
respectively, defined as

N is the length of the control filter.
The formula of updating the weight vector for the FX-BANC system may be expressed 

by

where μ is the step size, x′(n) is the filtered reference signal vector and written as

This FX-BANC system is actually the most basic system for active noise control. On 
the basis of this system, the normalized FXLMS algorithm-based broadband ANC 
(NFX-BANC) system is developed by normalizing the step size according to the power 
of the filtered reference signal. The NFX-BANC system employs the normalized step size 
and thus its convergence performance may be improved in the case of the reference sig-
nal with large power spectra disparity. Accordingly, the weight vector of the NFX-BANC 
system is updated by the normalized FXLMS algorithm, as

where ε is a small regularization constant to avoid the denominator being too small.
Since a transversal FIR filter is used as the control filter, the FX-BANC system involves 

two convolution operations per input sample, including the control filtering and filtered 
reference vector generation. As can be seen from Eqs. (43) and (48) that the number of 
performed multiplications regarding convolution operations of the system depends on 
the length N of the control filter and the length M̂ of the estimated secondary path. As 
for the NFX-BANC system, the normalization of the step size will increase another N 
multiplications. To reduce the computational cost, several frequency-domain methods 
and subband methods have been proposed.

3.2  DF‑BANC system

Based on the frequency-domain implementation of the LMS algorithm in [58], Zhang 
et al. [59] proposed a normalized frequency-domain block filtering method, and the cor-
responding broadband ANC system is called FB-BANC system as given in Fig. 9. Instead 
of the conventional point-based processing, the frequency-domain block filtering 
method can process the signal block by block and perform a time-domain convolution 

(44)w(n) = [w0(n),w1(n), . . . ,wN−1(n)]
T

(45)x(n) = [x(n), x(n− 1), . . . , x(n− N + 1)]T

(46)w(n+ 1) = w(n)+ µe(n)x′(n)

(47)x′(n) =
[

x′(n), x′(n− 1), . . . , x′(n− N + 1)
]T

(48)x′(n) =

M̂−1
∑

m=0

ŝmx(n−m)

(49)w(n+ 1) = w(n)+
µ

x′T(n)x′(n)+ ε
e(n)x′(n)
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via a frequency-domain multiplication based on the fast Fourier transform (FFT) and 
the overlap-save method. In this way, the high computational complexity resulting from 
large lengths of the control filter and the estimated secondary path may be reduced. 
However, in the FB-BANC system, the control filtering is also implemented in frequency 
domain, which inevitably causes a delay of one block length. The effect of the unde-
sired delay is extremely unfavorable for broadband noise control. To this end, a delay-
less frequency-domain filtering based broadband ANC (DF-BANC) system is developed 
according to the studies [38–40]. Figure 10 shows the block diagram of the DF-BANC 
system. In this system, the control filtering is implemented directly in time domain to 
minimize the delay; while, the weight vector is updated in frequency domain and then 
the modified frequency-domain weight vector is transformed to update the time-domain 
weight vector by the inverse FFT (IFFT).

The control filter output in the DF-BANC system is expressed by

Fig. 9 Block diagram of the FB-BANC system

Fig. 10 Block diagram of the DF-BANC system
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where (▪)T denotes the transpose operation, k is the block index, w(k) and x(n) are the 
control filter weight vector and reference signal vector in time domain respectively, 
defined as

Assuming that the length of each data block is equal to the length N of the control filter 
W(z), then the kth data block for x(n) , y(n) and e(n) are written as

The overlap-save method (50% overlap) is used to convert the circular correlation due to 
FFT processing to desired linear correlation, and thus two blocks of all the time-domain 
signals to be processed need to be concatenated to form a 2N-point data vector for fre-
quency-domain calculations. It is worth noting that the (k − 1)th block of the error signal 
needs to be padded with a zero vector of length N to form a 2N-point data vector. On the 
basis of this, the weight vector of the control filter is updated in frequency domain using the 
complex normalized FXLMS algorithm, as

where (▪)* denotes the complex conjugate operation, m = 0, 1,…,N − 1 , is the frequency-
bin index, Wm(k) , Em(k) , and X ′

m(k) are the control filter weight, the error signal and 
the filtered reference signal in the mth frequency-bin, and the corresponding frequency-
domain vectors may be expressed by

(50)y(n) = wT(k)x(n)

(51)w(k) = [w0(k),w1(k), . . . ,wN−1(k)]
T

(52)x(n) = [x(n), x(n− 1), . . . , x(n− N + 1)]T

(53)x(k) = [x(kN − N + 1), x(kN − N + 2), . . . , x(kN )]T

(54)y(k) = [y(kN − N + 1), y(kN − N + 2), . . . , y(kN )]T

(55)e(k) = [e(kN − N + 1), e(kN − N + 2), . . . , e(kN )]T

(56)Wm(k + 1) = Wm(k)+
µ

X ′∗
m (k)X ′

m(k)+ ε
Em(k)X

′∗
m (k)

(57)W(k) = [W0(k),W1(k), . . . ,W2N−1(k)]
T

(58)E(k) = FFT

{

[

0T, eT(k)
]T

}

= [E0(k),E1(k), . . . ,E2N−1(k)]
T

(59)X′(k) = Ŝ(k)X(k)

(60)S(k) = FFT
{

[

ŝ0, ŝ1, . . . , ŝM̂−1

]T
}

2N
= [S0(k), S1(k), . . . , S2N−1(k)]

T
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Finally, the time-domain weight vector w(k) is updated based on the frequency-domain 
weight vector W(k) , as

and W(k) and w(k) are both updated only once for every N input samples.

3.3  DS‑BANC system

In addition to the delayless frequency-domain filtering method, the delayless subband fil-
tering method is currently a more popular method for reducing the computational com-
plexity of broadband ANC systems [8, 38, 41, 42]. Figure 11 illustrates the block diagram of 
a delayless subband filtering based broadband ANC (DS-BANC) system. In the DS-BANC 
system, the filtered reference signal and the error signal are both decomposed into G sub-
bands by an analysis filter bank H(z) and decimated by factor D. The analysis filter bank 
consists of G bandpass filters and is usually based on the polyphase FFT technique instead 
of complex time-domain convolutions to calculate the subband signals. The resulting sub-
band filtered reference signals and error signals are used to update the corresponding sub-
band control filter weights. For the ith subband control filter, the weight vector may be 
updated using the complex normalized FXLMS algorithm, as

where (▪)H denotes the Hermitian transpose operation, ei(n) is the ith subband error sig-
nal, x′i(n) is the ith subband filtered reference signal vector, wi(n) is the weight vector of 

(61)X(k) = FFT

{

[

xT(k − 1), xT(k)
]T

}

= [X0(k),X1(k), . . . ,X2N−1(k)]
T

(62)
w(k+1) = first N coefficients of IFFT

{

W(k + 1)
}

= [w0(k + 1),w1(k + 1), . . . ,wN−1(k + 1)]T

(63)wi(n+ D) = wi(n)+
µ

[x′i(n)]Hx′i(n)+ ε
ei(n)x

′∗
i (n)

Fig. 11 Block diagram of the DS-BANC system
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the ith subband control filter with length Ns = N/D , and N is the length of the fullband 
control filter.

Since the reference and error signals are real-valued signals, the subbands are complex 
conjugate symmetric. This means that only the first G/2+ 1 subbands need to be con-
sidered for weight updating. After all the updated subband weight vectors are obtained, 
the fullband weight vector can be constructed by the FFT stacking. Generally, the full-
band weight vector is updated only once for every N/J  input samples, and J is the full-
band weight transform rate. It is obvious that the computational cost of the DS-BANC 
system is largely reduced due to the down-sampling process.

3.4  MDS‑BANC system

To further reduce the computational complexity, a modified delayless subband filtering 
method with the use of subband secondary path models is developed [43]. The block 
diagram of the corresponding broadband ANC system (called MDS-BANC system) is 
shown in Fig. 12. In the MDS-BANC system, the computational merit is enhanced with 
respect to that of the DS-BANC system by decomposing the fullband secondary path 
estimate into a set of subband secondary path estimates with the decimation factor D.

The subband filtered reference signals are obtained by filtering the reference signal x(n) 
through H(z) followed by Ŝi(z) , i = 0, 1,…,G − 1 . Ŝi(z) is the ith subband secondary path 
estimate and can be modeled using a short FIR filter in a subband-decomposed form. It 
should be noted that the subband secondary path estimation here is similar to the local 
secondary path estimation in Sects. 2.4 and 2.6, but the difference is that the subband 
secondary path estimation is implemented at the decimated sampling frequency. Except 
for the generation of the subband filtered reference signals, the rest of the MDS-BANC 
system is the same as the DS-BANC system. On the other hand, both the DS-BANC sys-
tem and the MDS-BANC system may more easily attenuate the noise over a broadband 

Fig. 12 Block diagram of the MDS-BANC system
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frequency range than the conventional FX-BANC system, since each subband control 
filter can fully play its role in the corresponding narrow frequency band.

3.5  Computational complexity analysis

The computational complexity of the NFX-BANC system, DF-BANC system, DS-BANC 
system and MDS-BANC system is analyzed and compared in this section. Table 2 sum-
marizes the required number of real multiplications per input sample for the four sys-
tems. It is assumed that each N-point FFT or IFFT operation requires Nlog2N real 
multiplications, and one complex multiplication is equivalent to four real multiplica-
tions. N and Ns represent the length of fullband and subband control filter, respectively, 
M̂ and M̂s represent the length of fullband and subband secondary path estimates, 
respectively, G represents the number of subbands, D represents the decimation factor, 
L represents the length of analysis filters, and J represents the fullband weight transform 
rate. And some of these parameters typically have the following relationships: 
Ns = N

/

D , M̂s = M̂
/

D , D = G
/

2.

The normalized computational complexity of the three computationally efficient 
broadband ANC systems for different N, M̂ and G with respect to the NFX-BANC sys-
tem is compared quantitatively in Fig.  13, where J = 2 and L = 4G . The results indi-
cate that the DF-BANC system exhibits the greatest computational superiority among 
these systems, and the computational complexity of the MDS-BANC system is lower 
than that of the DS-BANC system. In a usual case of N = 256 , M̂ = 256 and G = 32 , 
the three computationally efficient broadband ANC systems can save the number of 
performed real multiplications by 67.0%, 25.2%, and 43.5%, respectively, and thus the 
comparative results of the computational merit of the systems may be expressed as DF-
BANC > MDS-BANC > DS-BANC. Moreover, it can also be seen from Fig. 13c that with 
the increase in the number of subbands G, the computational cost of the DS-BANC sys-
tem and the MDS-BANC system decreases significantly.

4  Numerical simulations
To evaluate the convergence speed and noise attenuation performance of all the considered 
ANC systems with reduced computational complexity, several numerical simulations are 
carried out in MATLAB environment. Considering that for narrowband noise control, the 
target noise is usually stationary or non-stationary multi-harmonic noise, two synthesized 
stationary and non-stationary multi-tonal noises are used as the noise source signals to 
fully validate the control performance of the narrowband ANC systems [2, 3, 5, 32, 33]. The 
broadband noise control is generally considered to be more difficult than the narrowband 

Table 2 Computational complexity of the four broadband ANC systems in terms of real 
multiplications

System Number of real multiplications

NFX-BANC 3N + M̂+ 1

DF-BANC 6 log2(2N)+ N + 28

DS-BANC 4L
G
+ 4 log2 G + M̂+ N + 16N

G
+ 32N

G2 + 8
G
+ 4+

[(

G
2
+1

)

8
G
log2

4N
G
+2 log2(2N)

]

J

MDS-BANC 4L
G
+ 4 log2 G + 8M̂

G
+ 16M̂

G2 + N + 16N
G

+ 32N
G2 + 8

G
+ 4+

[(

G
2
+1

)

8
G
log2

4N
G
+2 log2(2N)

]

J
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noise control, so current ANC research is mainly focused on steady-state broadband noise 
control [4, 38, 41–43]. To verify the control performance of the broadband ANC systems 
for broadband noises with different spectral dynamic ranges, both white Gaussian noise 
and colored noise are used as the noise source signals. The computer used has an Intel Core 
i5-6300HQ (2.3 GHz) processor and 4 GB RAM. The models of the primary and secondary 
paths used in the simulations are taken from [9], as illustrated in Fig. 14a, b. The sampling 
frequency is 2000 Hz. The length M̂ of the global (or fullband) secondary path estimate Ŝ(z) 
is set to 256.

4.1  Performance comparison of narrowband ANC systems

4.1.1  Case 1: Stationary multi‑tonal noise

In case 1, a multi-tonal noise with six integer harmonic orders and fundamental frequency 
of 100 Hz is used as the source noise signal to compare the control performance of the six 
computationally efficient narrowband ANC systems. The source noise signal is given by

(64)

x(n) = 0.4 sin

(

2π
100

2000
n

)

+ 0.2 sin

(

2π
200

2000
n

)

+ 0.5 sin

(

2π
300

2000
n

)

+ 0.3 sin

(

2π
400

2000
n

)

+ 0.6 sin

(

2π
500

2000
n

)

+ 0.4 sin

(

2π
600

2000
n

)

Fig. 13 Normalized computational complexity of the three computationally efficient broadband ANC 
systems for different N, M̂ and G with respect to the NFX-BANC system
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The primary noise signal is generated by this source noise signal and an additional 
zero-mean white Gaussian noise, expressed as

where 
{

pj
}255

j=0
 are the impulse response coefficients of the primary path P(z), the vari-

ance of the white noise vp(n) is set to 0.02.
The conventional FX-NANC system is used as the benchmark. The length of each sim-

ulation is 1 s. The pole-attraction parameter ρ is set to 0.99. The length of the local sec-
ondary path estimates is set to M̂l = 5 . All the step sizes are carefully adjusted so as to 
provide fair comparisons between the systems, and multiple independent trials are con-
ducted to obtain ensemble averaged results. Two metrics including the averaged noise 
reduction (ANR) [43, 60] and the sound pressure level (SPL) are used to evaluate the 
performance of the systems, and they are defined as follows:

where Ae(n) = ξAe(n− 1)+ (1− ξ)|e(n)| , Ad(n) = ξAd(n− 1)+ (1− ξ)
∣

∣d(n)
∣

∣ with 
initial conditions Ae(0) = 0 , Ad(0) = 0 , and ξ = 0.999 is the forgetting factor.

where P is the sound pressure to be calculated, and Pref = 2× 10−5Pa is the reference 
sound pressure.

Figure 15 presents the comparison of the ANR curves for the seven narrowband ANC 
systems in this case (the ANR curves of the FX-NANC, BFX-NANC and LFE-NANC 
systems are overlapped). It is shown that the BFX-NANC and LFE-NANC systems have 
similar convergence speeds to that of the FX-NANC system, the CFX-NANC system 
converges faster than the FX-NANC system while the DFX-NANC and LFX-NANC sys-
tems converges slower than the FX-NANC system, and the FE-NANC system performs 

(65)d(n) =

255
∑

j=0

pjx(n− j)+ vp(n)

(66)ANR(n) = 20 log10

(

Ae(n)

Ad(n)

)

(dB)

(67)SPL = 20 log10

(

P

Pref

)

(dB)

Fig. 14 Models of the primary and secondary paths used in the simulations. a Impulse response functions, b 
frequency response functions
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the worst with severe delay. The results are consistent with those described in Sect. 2. 
Furthermore, the time waveforms and the frequency spectrums of the residual noise for 
the seven narrowband ANC systems are depicted in Figs. 16 and 17, respectively. As is 
presented in Fig. 17, the noise reduction performance of the DFX-NANC system and the 
FE-NANC system is obviously inferior to other systems.

4.1.2  Case 2: Non‑stationary multi‑tonal noise

This case aims to investigate the ability of the considered narrowband ANC sys-
tems to deal with non-stationary primary noise. The source noise signal consists of 

Fig. 15 Comparison of the ANR curves for the seven narrowband ANC systems in case 1

Fig. 16 Time waveforms of the residual noise for the seven narrowband ANC systems in case 1

Fig. 17 Frequency spectrums of the residual noise for the seven narrowband ANC systems in case 1
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three tonal components with frequency of 100  Hz, 200  Hz, and 300  Hz, and their 
amplitudes are 0.4 Pa, 0.2 Pa and 0.5 Pa, respectively. The duration of the simulation 
is still 1  s, but the frequency and amplitude of the three tonal components in the 
source noise signal are changed at the intermediate moment. After the variation, the 
frequencies of the three tonal components are 400 Hz, 500 Hz, and 600 Hz, and the 
amplitudes are 0.3 Pa, 0.6 Pa and 0.4 Pa. The rest of the parameter settings are the 
same as those in case 1.

The comparison of the ANR curves for the seven narrowband ANC systems in 
case 2 is illustrated in Fig. 18, where the ANR curves of the FX-NANC, BFX-NANC 
and LFE-NANC systems are overlapped in the first 1000 iterations, and the ANR 
curves of the FX-NANC and BFX-NANC systems are overlapped in the last 1000 
iterations. In addition, the time waveforms of the residual noise for the seven nar-
rowband ANC systems are also given in Fig.  19. The results demonstrate that all 
of the computationally efficient narrowband ANC systems may track time-varying 
multi-tonal noise and tackle the variation relatively well, except for the FE-NANC 
system. Overall, the comparative results of the convergence speed of all the systems 
may be expressed as CFX-NANC > FX-NANC = BFX-NANC = LFE-NANC > LFX-
NANC > DFX-NANC > FE-NANC, which agrees with those in case 1.

Fig. 18 Comparison of the ANR curves for the seven narrowband ANC systems in case 2

Fig. 19 Time waveforms of the residual noise for the seven narrowband ANC systems in case 2
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4.2  Performance comparison of broadband ANC systems

4.2.1  Case 1: White Gaussian noise

To compare the convergence speed and steady-state performance of the three computa-
tionally efficient broadband ANC systems, a stationary zero-mean white Gaussian noise 
with variance of 0.05 is used as the source noise signal in case 1. The reference signal is 
the same as the source noise signal, and the primary noise signal is obtained by passing 
the source noise signal through the primary path model. The duration of each independ-
ent simulation is 100  s. The length of the control filter is N = 256 , the regularization 
constant is ε = 0.001 , the number of subbands is G = 32 , the decimation factor is 
D = G

/

2 , the length of subband control filters is Ns = N
/

D , the length of subband sec-
ondary path estimates is M̂s = M̂

/

D , the fullband weight transform rate is J = 2 , the 

length of analysis filters is L = 4G . The step size of each system is selected experimen-
tally to be as optimal as possible.

The conventional FX-BANC system and the NFX-BANC system serve as the refer-
ences. The time waveforms of the residual noise for the five broadband ANC systems 
in this case are plotted in Fig.  20. Furthermore, the ANR curves and frequency spec-
trums of the residual noise for these systems are also compared in Fig.  21, where the 
ANR curves and frequency spectrums of the FX-BANC and NFX-BANC systems are 
overlapped. From all the results, it can be observed that all the considered broadband 
ANC systems are able to attenuate the broadband primary noise well, and they have the 
similar convergence speeds. But it can also be seen that the steady-state errors of the 
DS-BANC system and the MDS-BANC system are larger than those of the FX-BANC 
system, the NFX-BANC system and the DF-BANC system. As shown in the frequency 
spectrum results, the residual noise of the two subband systems including the DS-BANC 
system and the MDS-BANC system fluctuates largely in the frequency domain, since the 
noise in each frequency subband is controlled relatively independently.

4.2.2  Case 2: Colored noise

In this case, to further evaluate the control performance of the considered broadband 
ANC systems for broadband noises that have large spectral dynamic range, a colored 
noise obtained by filtering a zero-mean white Gaussian noise through a 10th order 

Fig. 20 Time waveforms of the residual noise for the five broadband ANC systems in case 1
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auto-regressive system [38] is used as the source noise signal. The reference signal is 
the same as the source noise signal, and the primary noise signal is obtained by pass-
ing the source noise signal through the primary path model. The duration of each 
independent simulation is 100  s. The rest of the parameter settings are the same as 
those in case 1.

With the synthesized colored noise signal, the performance of the five broadband ANC 
systems is compared. Figure 22 shows the time waveforms of the residual noise for the 
five broadband ANC systems in case 2. And Fig. 23 also illustrates the ANR curves and 
frequency spectrums of the residual noise for these systems. It is obvious from Figs. 22 
and 23a that, in terms of the convergence speed and steady-state error, the NFX-BANC 
system performs the best, followed by the FX-BANC, MDS-BANC and DS-BANC sys-
tems, and the DF-BANC system performs the worst in this case. On the other hand, 
the results of Fig. 23b demonstrate that the DS-BANC system and the MDS-BANC sys-
tem can eliminate the frequency components with lower amplitude levels much better 
than the other three broadband ANC systems. This may be because the noise signal with 
higher eigenvalue spread ratio can be canceled using different normalized step sizes in 
respective frequency subbands.

Fig. 21 ANR curves and frequency spectrums of the residual noise for the five broadband ANC systems in 
case 1

Fig. 22 Time waveforms of the residual noise for the five broadband ANC systems in case 2
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4.3  Discussions

Based on the computational complexity analysis and numerical simulations, the relative 
strengths and weaknesses of the considered computational-efficient narrowband and 
broadband ANC systems are summarized in Tables 3 and 4, respectively. Among the nar-
rowband ANC systems, the computational complexity of the DFX-NANC, LFE-NANC, 
and LFX-NANC systems are all very low, followed by the FE-NANC, CFX-NANC, and 
BFX-NANC systems. However, due to the inaccurate delay estimation and amplitude 
effect, the convergence speed and noise reduction performance of the DFX-NANC sys-
tem suffer from degradation. The LFX-NANC system employs Delegà’s local secondary 
path estimation method, which fails to provide an accurate spectral approximation of 

Fig. 23 ANR curves and frequency spectrums of the residual noise for the five broadband ANC systems in 
case 2

Table 3 Relative strengths and weaknesses of the considered computational-efficient narrowband 
ANC systems

System Computational complexity Convergence speed Steady‑
state 
error

DFX-NANC Good Fair Fair

BFX-NANC Fair Good Good

LFX-NANC Good Fair Fair

FE-NANC Fair Bad Bad

LFE-NANC Good Good Good

CFX-NANC Fair Good Good

Table 4 Relative strengths and weaknesses of the considered computational-efficient broadband 
ANC systems

System Computational 
complexity

White Gaussian noise Colored noise

Convergence 
speed

Steady‑state 
error

Convergence 
speed

Steady‑
state 
error

DF-BANC Good Good Good Bad Bad

DS-BANC Fair Good Fair Fair Fair

MDS-BANC Fair Good Fair Good Fair
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the secondary path, thus limiting the system performance. And the FE-NANC system 
performed the worst because of the severe delay in the convergence of the control filters.

Among the broadband ANC systems, the DF-BANC system has the lowest computa-
tional effort, followed by the MDS-BANC and DS-BANC systems. When the controlled 
noise is the white Gaussian noise, the noise attenuation performance of the MDS-BANC 
and DS-BANC systems is slightly worse than that of the DF-BANC system, but they still 
have good broadband attenuation effects. When the controlled noise is the colored noise 
with high spectral dynamics, the MDS-BANC and DS-BANC systems can effectively 
reduce not only the frequency components with high amplitude but also those with low 
amplitude due to the use of subband filtering methods. However, the convergence speed 
and noise attenuation performance of the DF-BANC system are poor, because it is una-
ble to control different frequency subbands relatively independently. In fact, the optimal 
step sizes corresponding to different frequency subbands are different, so determining 
the appropriate step size combination is a very tricky problem, which we will also inves-
tigate in-depth in our future work.

Finally, in order to make all the considered ANC systems easier to understand and 
implement in real applications, Table 5 provides the key parameters and usage charac-
teristics of each system.

5  Conclusions
In this paper, the typical narrowband and broadband ANC systems with emphasis on 
reducing computational complexity are reviewed. Through the computational complex-
ity analysis and a series of numerical simulations, some valuable results are obtained 
as follows. For the narrowband ANC systems, the comparative results of computa-
tional superiority may be expressed as DFX-NANC > LFE-NANC > LFX-NANC > FE-
NANC > CFX-NANC > BFX-NANC. The convergence speed and noise reduction 
performance of the LFE-NANC, CFX-NANC and BFX-NANC systems are good; 
whereas, those of the DFX-NANC, LFX-NANC and FE-NANC systems are unsatis-
factory. For the broadband ANC systems, the comparative results of computational 

Table 5 Key parameters and usage characteristics of all the computational-efficient ANC systems

System Key parameters Usage characteristics

Narrowband DFX-NANC µi Time-domain update, delay compensation method

BFX-NANC µi , ρ Time-domain update, bandpass filter method

LFX-NANC µi , K, M̂l
Time-domain update, local secondary path estimation method

FE-NANC µi Time-domain update, filtered-error structure method

LFE-NANC µi , K, M̂l
Time-domain update, local secondary path estimation method 
and filtered-error structure method

CFX-NANC µi Complex-valued update, complex signal representation method

Broadband DF-BANC μ, N, ε Frequency-domain update, delayless frequency-domain adaptive 
filtering method

DS-BANC μ, G, D, N, J, ε Time-domain update, delayless subband adaptive filtering 
method

MDS-BANC μ, G, D, N, J, ε, M̂s
Time-domain update, modified delayless subband adaptive filter-
ing method
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superiority may be expressed as DF-BANC > MDS-BANC > DS-BANC. When the con-
trolled noise is the white Gaussian noise, the three systems have acceptable broadband 
attenuation effects. However, when the controlled noise is the colored noise with high 
spectral dynamics, the control performance of the MDS-BANC and DS-BANC systems 
is much better than that of the DF-BANC system. This study may provide greater insight 
into typical computationally efficient ANC systems, which will be beneficial in facilitat-
ing the use of ANC technology in real-world applications.
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