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Abstract 

Target detection based on hyperspectral images refers to the integrated use of spatial 
information and spectral information to accomplish the task of localization and iden-
tification of targets. There are two main methods for hyperspectral target detection: 
supervised and unsupervised methods. Supervision method refers to the use of spec-
tral differences between the target to be tested and the surrounding background 
to identify the target when the target spectrum is known. In ideal situations, supervised 
object detection algorithms perform better than unsupervised algorithms. However, 
the current supervised object detection algorithms mainly have two problems: firstly, 
the impact of uncertainty in the ground object spectrum, and secondly, the univer-
sality of the algorithm is poor. A hyperspectral target detection framework based 
on 3D–2D CNN and transfer learning was proposed to solve the problems of tradi-
tional supervised methods. This method first extracts multi-scale spectral information 
and then preprocesses hyperspectral images using multiple spectral similarity meas-
ures. This method not only extracts spectral features in advance, but also eliminates 
the influence of complex environments to a certain extent. The preprocessed feature 
maps are used as input for 3D–2D CNN to deeply learn the features of the target, 
and then, the softmax method is used to output and obtain the detection results. 
The framework draws on the ideas of integrated learning and transfer learning, solves 
the spectral uncertainty problem with the combined similarity measure and depth 
feature extraction network, and solves the problem of poor robustness of traditional 
algorithms by model migration and parameter sharing. The area under the ROC curve 
of the proposed method has been increased to over 0.99 in experiments on both pub-
licly available remote sensing hyperspectral images and measured land-based 
hyperspectral images. The availability and stability of the proposed method have 
been demonstrated through experiments. A feasible approach has been provided 
for the development and application of specific target detection technology in hyper-
spectral images under different backgrounds in the future.
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Highlights 

•	 An application-oriented land-based hyperspectral target detection framework 
based on 3D–2D CNN and transfer learning is proposed.

•	 Integrating multiple spectral similarity evaluation indicators to extract spectral fea-
tures.

•	 Extracting spatial and  spectral information from  hyperspectral images using 
a 3D–2D network model.

Keywords:  Hyperspectral imaging, Target detection, 3D–2D CNN, Transfer learning, 
Spectral similarity

1  Introduction
Hyperspectral imaging technology can break through the limitations of two-dimensional 
space, and get the fine spectral information of the target while acquiring its spatial image 
information [1–3]. Compared with traditional imaging methods, the advantage of hyper-
spectral images lies in their ability to accurately obtain diagnostic spectral features of the 
target, thereby excellently completing tasks such as pixel level classification [4–6], scene 
classification [7], and object detection [8, 9]. Therefore, hyperspectral imaging technol-
ogy is applied in both civilian and military fields, such as medicine [10, 11], agriculture 
[12, 13], environmental monitoring [14], and camouflage target detection [15]. Due to 
the limitations of imaging level, traditional hyperspectral target detection focuses more 
on quantitative analysis of spectral information [16]. The orthogonal subspace projec-
tion (OSP) algorithm [17] projects the original image onto an orthogonal matrix space, 
effectively suppressing background information. Harsanyi proposed the constrained 
energy minimization (CEM) algorithm [18]. A linear filter was designed in the CEM 
method, which can suppress and filter out the background in the image, filtering out 
the interested targets. On this basis, an object detection algorithm based on generalized 
likelihood ratio (GLRT), adaptive matched filter (AMF), and adaptive cosine estimator 
(ACE) has emerged [19–21]. The kernel-based object detection algorithm combines the 
ideas of kernel functions in machine learning with hyperspectral object detection algo-
rithms, better utilizing the hidden nonlinear features in hyperspectral data. At present, 
many effective methods have been developed, such as KMF, KMSD, KASD, and KCEM 
[22–26]. However, there are some limitations in the application because there is no spe-
cific rule for the selection of the kernel function.

In recent years, with the development of statistical pattern recognition and deep 
learning under big data, new data-driven target detection algorithms based on data 
have begun to emerge. Deep learning-based methods can extract deep level features 
of targets, playing an important role in many stages of hyperspectral image processing 
such as noise processing [27], mixed pixel decomposition [28], and classification [29]. 
Although deep learning-based hyperspectral target detection techniques have made 
breakthroughs, the samples used in the process of training neural networks in most of 
the studies are derived from the same hyperspectral image as the actual test data. In 
theory, the target spectral data used in supervised object detection should come from 
the spectral library rather than from the hyperspectral image itself. Therefore, I person-
ally believe that this approach to some extent avoids the issue of spectral uncertainty 
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and is not conducive to the application of hyperspectral target detection technology. Of 
course, some researchers also recognize the above problems and use the transfer learn-
ing method to improve [30, 31]. Overall, the focus of most existing research results has 
been put on improving the model structure of deep neural networks, while the research 
in this paper is more focused on the application of hyperspectral target detection 
technology.

A multi-scale spectral feature extraction method was adopted in the preprocessing 
to reduce the influence of spectral uncertainty on target detection tasks. 3D–2D CNN 
can fully extract comprehensive and effective information during the feature extraction 
process. In addition, in response to the complex and variable background of the target 
being tested in practical applications, the proposed method utilizes multiple spectral 
similarity measures to replace the general dimension reduction method. This method 
converts simple background features into the degree of similarity between the back-
ground and the target, reducing the impact of complex backgrounds on target detection. 
The proposed method has certain reference significance for the practical application of 
hyperspectral object detection, laying the foundation for the development of real-time 
hyperspectral object detection technology.

2 � Method and principle
2.1 � Hyperspectral images under land‑based imaging conditions

Land-based hyperspectral imaging systems refer to hyperspectral imaging systems 
based on various ground or near-ground imaging platforms. Land-based hyperspectral 
imaging differs greatly from traditional remote sensing imaging in terms of imaging plat-
form, imaging environment, and target spectral characteristics. Li et al. analyzed the fac-
tors affecting spectral reflectance under land-based imaging conditions and studied the 
effects of solar zenith angle, detection zenith angle, and relative azimuthal angle on the 
spectral reflectance of features using the control variable method, respectively [32]. Fig-
ure 1 shows the hyperspectral images under two different imaging conditions, which can 
more intuitively show the characteristics of the two imaging conditions.

In fact, the principle of hyperspectral imaging on any imaging platform is the same. 
The reflectivity of ground objects will constantly change with changes in the external 
environment; therefore, there is uncertainty in the spectrum of ground objects. The 
existence of spectral uncertainty makes it difficult to identify targets with unique spectral 
curves, which poses great difficulties for accurate detection and recognition of targets. 
Compared to remote sensing images, the imaging process of land-based hyperspectral 
images is relatively simple, and the inherent laws of spectral feature changes are easier 
to analyze. The bidirectional reflection distribution function (BRDF) model is often used 
to analyze the variation pattern of ground reflectance [33]. In terms of real-time require-
ments for applications, remote sensing hyperspectral imaging requires a relatively long 
process of acquisition, storage, correction, data processing, and long-distance transmis-
sion, resulting in a low level of real-time performance. Hyperspectral imaging under 
land-based imaging conditions mainly utilizes near-ground platforms without complex 
processes such as atmospheric corrections, and has high requirements for applications 
such as real time.
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2.2 � Spectral similarity evaluation indicators and stacking learning

Generally speaking, spectral similarity measurement methods are divided into dis-
tance based, projection based, information measure based, and statistical property 
based methods. Common spectral similarity measures include spectral angle, Euclid-
ean distance, correlation coefficient, etc. These similarity measurement methods have 
a simple process and low computational complexity, but their evaluation aspect is sin-
gle, while ignoring that the contribution of different bands to similarity is not entirely 
the same, and their practicality is very limited. Formulas (1)–(3) are spectral angu-
lar similarity (SAM), normalized Euclidean (NED) distance, and spectral correlation 
coefficient (CC), respectively [34, 35]. Assuming that the spectral reflectance vectors 
of different targets are represented by X and Y, respectively.

The generalized angle between X and Y is represented by θ . n represents the num-
ber of spectral bands. If θ is smaller, the similarity in the shape of the spectral curve 
will be higher.

(1)θ = arccos

n

i=1

xi · yi

n

i=1

x2i ·
n

i=1

y2i

Hyperspectral images under remote sensing imaging conditions

Hyperspectral images under land-based imaging conditions

(a) (b) (c)

(d) (e) (f)
Fig. 1  Remote sensing hyperspectral images and land-based hyperspectral images after PCA. a–c First 
principal component image, second principal component Image, third principal component image of the 
remote sensing hyperspectral image; d–f First principal component image, second principal component 
Image, third principal component image of the land-based hyperspectral image



Page 5 of 17Zhao et al. EURASIP Journal on Advances in Signal Processing         (2024) 2024:37 	

The distance between X and Y is represented by S . n represents the number of spectral 
bands. If S is smaller, the similarity in the shape of the spectral curve will be higher.

where r is the correlation coefficient of two variables. If the r is larger, the correlation 
between the X and Y is stronger.

The different similarity evaluation indicators consider various factors such as the dif-
ference in amplitude value, angle value, shape of spectral curves, and changes in internal 
information of spectral vectors. Compared to using only individual similarity metrics, 
the method of combining multiple metrics has better performance and can demonstrate 
stronger discrimination.

Stacking learning refers to integrating several different weak learners and training a 
metamodel to combine the outputs of these weak models as the final prediction result 
[36]. Figure 2 is the basic flowchart of stacking learning. This article draws inspiration 
from the core idea of stacking learning, uses different similarity evaluation indicators to 
obtain the feature maps to be input, and then uses the 3D–2D model as a metamodel to 
comprehensively utilize spatial spectral information.

2.3 � 3D convolution and multi‑channel 2D convolution

3D convolution may appear to have the same number of channels as multi-channel 
2D convolution, but there is a fundamental difference between the two. Figure  3 
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Fig. 2  Basic flowchart of stacking learning
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shows the principle of 3D convolution, where the channel depth of its input layer 
needs to be greater than the convolutional kernel. The 3D filter is moved in all three 
directions (height, width, and channel), providing numerical values for multiplication 
and addition at each position. Due to the filter sliding through a 3D space, the output 
values are also arranged according to the 3D space, and the output is also a 3D data. 
3D convolution can simultaneously extract multidimensional features from data and 
has been widely used in many fields [37–39]. For hyperspectral image processing, 3D 
convolution can extract spatial and spectral information of targets simultaneously, 
effectively improving the efficiency of classification and detection [40].

The number of channels input data in the 2D convolutional kernel is the same as the 
number of channels in the input, and the parameters on the channels are compressed 
by summation. As shown in Fig. 4, the convolutional kernel of multi-channel 2D con-
volution can only move in both the length and width directions of the input. There-
fore, the main function of 2D convolution is to extract spatial information.

2.4 � Proposed method

As shown in Fig.  5, an application-oriented hyperspectral object detection frame-
work is proposed in this article, which is aimed at detecting specific targets at dif-
ferent times and backgrounds. This method mainly includes the training stage 

Fig. 3  The principle of 3D convolution

2D Convolutional Kernel

w×h×k m×m×k
M×N

Fig. 4  Principle of multi-channel 2D convolution
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and the detection stage. In the training phase, it can be roughly divided into three 
steps: acquisition of hyperspectral data, image preprocessing, and model parameter 
training.

Acquisition of hyperspectral data: Currently, obtaining land-based hyperspectral 
images mainly relies on field tripod imaging spectrometers or unmanned aerial vehicle 
imaging spectrometers. During the training phase, the obtained hyperspectral images 
should have both diversity and representativeness. In practical applications, the real-
time nature of hyperspectral data acquisition should be emphasized.

Image preprocessing: The preprocessing of hyperspectral images refers to the pro-
cess from the original hyperspectral images to the primary feature maps, which mainly 
includes two steps: multi-scale spectral feature extraction and spectral similarity calcula-
tion. Multi-scale spectral feature extraction can fully utilize spectral information from 
various bands and is widely used in hyperspectral image processing tasks [41, 42]. When 
extracting multi-scale spectral features, similarity calculations are performed using 
spectral vectors of different scales and steps to obtain feature maps.

Model parameter training: The feature extraction network used in this article draws 
inspiration from HybridSN [43]. The hyperspectral image data cube is divided into small 
overlapping 3D-patches, and the truth labels of which are determined by the label of the 
centered pixel. The specific network structure is shown in Table 1.

The trained model is used in the detection phase to get the detection results. In order 
to cope with the problem of spectral uncertainty revealed by the target under differ-
ent conditions, the combined spectral similarity measure is employed in the proposed 
framework. In order to fully utilize the spectral information, multi-scale spectral fea-
ture extraction is performed during preprocessing is used. The 3D–2D CNN model is 

Scale 1 : L

Scale 2 : 1/2 L

Scale 3 : 1/3 L

Scale 4 : 1/4 L
Spectra of the target

Averaging

Target spectrum

Annotate images

Comprehensive utilization of various 
similarity measures

Feature maps

3D-2D CNN

3D conv 2D conv flatten softmax

Detection result

Pretreatment

Training Phase 

Detection phase 

Feature 
maps

Pretreatment
Detection result

Trained model parameters Evaluation of 
effectiveness

Imaging spectrometer

data 1

data 2

Fig. 5  Overall flowchart of the proposed method
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capable of deeply extracting the information of the target spatial dimension along with 
the spectral dimension, which further enhances the stability and detection effect of the 
framework.

2.5 � Transfer learning and application system design

Transfer learning is a new task to improve learning by transferring knowledge from 
the learned related tasks. The proposed preprocessing method is used to extract target 
information, and the trained model is applied to subsequent target detection tasks. This 
part mainly designs the application system from both software and hardware aspects, 
as shown in Fig. 6. In terms of software, a practical solution was proposed to overcome 
the problems encountered, and then the trained model was hardware encapsulated. In 
terms of hardware, on the one hand, it is to improve image processing speed, and on the 
other hand, it is real-time imaging and display. Classical hyperspectral object detection 

Table 1  Layer wise summary of the proposed architecture with window size 25 × 25

Layer(type) Output Shape Kernel_size Stride Parameter

Input(InputLayer) (25,25,30,1) – – 0

Conv3d_1(Conv3D) (23,23,24,8) (7,3,3) (1,1,1) 512

Conv3d_2(Conv3D) (21,21,20,16) (5,3,3) (1,1,1) 5776

Conv3d_2(Conv3D) (19,19,18,32) (3,3,3) (1,1,1) 13,856

Reshape_1(Reshape) (19,19,576) – – 0

Conv2d_1(Conv2D) (17,17,64) (3,3) (1,1) 331,840

Flatten_1(Flatten) (18,496) – – 0

Dense_1(Dense) (256) – – 4,735,232

Dropout_1(Dropout) (256) – – 0

Dense_2(Dense) (128) – – 32,896

Dropout_2(Dropout) (128) – – 0

Dense_3(Dense) (16) – – 2064

Application 
requirements Model design Algorithm 

programming
Effect 

verification

Model 
encapsulation

Imaging spectrometer

Hyperspectral data storage

Real-time processing

Deep level analysis

Real-time display and 
monitoring control

Fig. 6  Design of application system for hyperspectral target detection
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algorithms focus on designing better filters to extract targets, while the systems designed 
above emphasize convenience and real-time performance during application, making 
them more practical and meaningful.

3 � Experiments
Both the publicly available hyperspectral image dataset and the actual measured hyper-
spectral image dataset were utilized in the experiment. During the preprocessing pro-
cess, each similarity evaluation method can utilize multi-scale spectral information to 
obtain 10 feature maps. The preprocessing process is shown in Fig. 7. The experiment 
first verified the effectiveness of the proposed method, and then analyzed the stability 
of different target detection algorithms under spectral uncertainty conditions. Finally, 
discussions were conducted. The test times of different algorithms were also compared.

3.1 � Experimental data

The public dataset used in the experiment was two subregion images from the San Diego 
dataset. The San Diego dataset is widely used in object detection tasks. The image has 
a total of 400 × 400 pixels, each with 224 bands of information, with a spectral cover-
age ranging from 0.4 to 1.8 nm and spatial resolution of 3.5 m. In the experiment, the 
upper left corner 100 × 100 pixels were used as the training set, represented by "data1"; 
use the middle 200 × 200 pixels as the detection image, represented by "data2," as shown 
in Fig. 8. The corresponding target spectral average is represented by "target1" and "tar-
get2." The aircraft targets contained in the two sub images are considered as the same 
type of target under the influence of spectral uncertainty.

Fig. 7  Steps for sample data preprocessing

data1

data2

Fig. 8  Publicly available hyperspectral image data



Page 10 of 17Zhao et al. EURASIP Journal on Advances in Signal Processing         (2024) 2024:37 

The actual measured data was captured in a certain area of Shijiazhuang City, Hebei 
Province, China, with the same material as the aircraft model, as shown in Fig. 9. The 
two sets of data are represented by "data3" and "data4," respectively, and the correspond-
ing target spectral average is represented by "target3" and "target4." "data3" was filmed 
on March 10, 2023, with an image size of 400 × 170 pixels. "data4" was filmed on March 
16, 2023, with an image size of 500 × 300 pixels.

3.2 � Experiments on publicly available datasets

In the experiment targeting public datasets, "data1" is used as training data, and "data2" 
is used as the data to be detected. Firstly, use "target1" to detect three spectral similarities 
of "data1" to obtain the features of the target in different aspects. Based on the similar-
ity relationship between the spectral vector at each pixel point in "data1" and the target 
spectral vector, preliminary results obtained from pre matching detection are obtained. 
As shown in Fig. 10, each row represents results of corresponding similarity method at 
different scales. Use the preprocessed data of 100 × 100 × 30 as the training input for the 
neural network model, and the corresponding labels as the output.

The superiority of the proposed method is that it does not need to know the spectral 
information of the target to be measured in advance, but uses the idea of transfer learn-
ing to detect targets. Therefore, when detecting targets in the public dataset "data2," 
"target1" is used as a prior information for preprocessing, as shown in Fig. 11.

Fig. 9  Actual measured hyperspectral image data

Fig. 10  The images obtained by similarity matching "data1" with "target1"
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Through the above series of processing, input for training and detection can be 
obtained. Throughout the entire process of object detection, the proposed method did 
not utilize "target2," but instead migrated "target1" to the detection task. If "target1" 
is used to identify the target in "data2," the images obtained by different types of algo-
rithms after testing are shown in Fig. 12. Figure 13 shows the ROC curves of different 
algorithms, the AUC values of various object detection algorithms are shown in Table 2, 
and the test time of various object detection algorithms are shown in Table 3.

Even if "target1" is used to detect "data2," various target detection methods have cer-
tain effects, especially when the AUC value of the proposed method reaches 0.99 or 
above. The detection performance of GLRT and SACE methods is poor, indicating that 
these two algorithms have poor ability to cope with spectral uncertainty in target detec-
tion. The OSP and KCEM methods still have a certain degree of stability when conduct-
ing detection tasks. In terms of testing time, the OSP method has the shortest testing 
time, while the proposed method has a longer testing time.

3.3 � Experiments on measured datasets

In the experiment on measured land-based hyperspectral image data, "data3" is used as 
training data, and "data4" is used as the data to be detected. The preprocessing steps 

Fig. 11  The images obtained by similarity matching "data2" with "target1"

Ground truth OSP SACE

KCEMGLRT Proposed method

Fig. 12  The detection results of different algorithms for "data2"
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for this part of the experiment are the same as those for public datasets, so we will not 
elaborate further. If "target3" is used to recognize targets in "data4," the results obtained 
by different types of algorithms are shown in Fig.  14. The ROC curves of different 
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Fig. 13  The ROC curves obtained by detecting "data2" using different algorithms

Table 2  The AUC value obtained by detecting "data2" using different algorithms

Method OSP SACE GLRT KCEM Proposed method

AUC​ 0.9695 0.9223 0.8970 0.9784 0.9958

Table 3  The test time obtained by detecting "data2" using different algorithms(S)

Method OSP SACE GLRT KCEM Proposed method

Test time 0.2158 0.8792 0.7523 1.0485 2.6190

Ground truth OSP SACE

KCEMGLRT Proposed method

Fig. 14  The detection results of different algorithms for "data4"
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algorithms are shown in Fig. 15, AUC values of various object detection algorithms are 
shown in Table 4, and the test time of various object detection algorithms are shown in 
Table 5.

From the experimental results of measured hyperspectral data, it can be seen that the 
proposed method can still maintain a high AUC value and has good detection perfor-
mance. From the perspective of AUC values alone, GLRT, SACE, and KCEM methods 
still have certain effectiveness in target detection of land-based hyperspectral images, 
but they are very limited. The detection performance of OSP method is the worst, indi-
cating that this algorithm has poor ability to cope with spectral uncertainty in the pro-
cess of target detection in land-based hyperspectral images.

3.4 � Analysis of stability of different methods

For the sake of researching the detection capacity of various object detection algorithms 
in remote sensing hyperspectral images and land-based hyperspectral images, and ana-
lyze the stability of different algorithms in dealing with spectral uncertainty issues. Fig-
ure 16 shows the detection result images in various scenarios. Figure 17 shows the AUC 
values of various detection methods.

From the perspective of target detection capabilities of different algorithms, the 
OSP algorithm performs well in public remote sensing hyperspectral images and has a 
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Fig. 15  The ROC curves obtained by detecting "data4" using different algorithms

Table 4  The AUC value obtained by detecting "data4" using different algorithms

Method OSP SACE GLRT KCEM Proposed method

AUC​ 0.7677 0.9426 0.9527 0.9450 0.9912

Table 5  The test time obtained by detecting "data4" using different algorithms(S)

Method OSP SACE GLRT KCEM Proposed method

Test time 0.8059 3.1858 2.1116 3.9563 7.9395
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strong ability to cope with spectral uncertainty. However, the OSP algorithm is clearly 
not suitable for target detection tasks in land-based hyperspectral images. In com-
parison methods, the overall performance of SACE and GLRT methods is not as good 
as that of KCEM method. This may be due to the introduction of nonlinear features 
in KCEM method, which improves detection performance and stability. The proposed 
method achieves AUC values above 0.99 in target detection of different hyperspectral 
images, which combines high accuracy and stability.

Fig. 16  The detection results of different algorithms in various situations

OSP SACE GLRT KCEM Proposed
method
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Fig. 17  The AUC values obtained from different algorithms in various situations
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3.5 � Experimental results and discussion

The above experiment can be divided into two parts: one is based on publicly available 
hyperspectral datasets, and the other is based on measured hyperspectral datasets. In 
both parts of the experiment, the idea of target spectral migration was adopted. Com-
pared to other hyperspectral target detection algorithms, the proposed method exhibits 
outstanding detection performance and stability. In summary, the experimental results 
can validate the following viewpoints.

1.	 There are significant differences in image processing between land-based hyper-
spectral images and remote sensing hyperspectral images. Land-based hyperspectral 
images and remote sensing hyperspectral images exhibit their respective character-
istics in both spatial and spectral dimensions. Early target detection algorithms were 
all aimed at remote sensing hyperspectral images, and experiments have shown that 
these algorithms are not entirely applicative for target detection in land-based hyper-
spectral images. For example, the OSP algorithm can achieve good results in remote 
sensing hyperspectral images, but its detection performance is poor in land-based 
hyperspectral images.

2.	 The proposed framework is basically unaffected by the spectral uncertainty, and its 
detection results have strong stability compared to other supervised target detection 
algorithms. The proposed method utilizes the idea of ensemble learning and deep 
convolutional neural networks to effectively extract invariant features in the target 
spectrum. Whether in remote sensing hyperspectral images or land-based hyper-
spectral images, it has outstanding detection performance and robustness.

3.	 There are still many urgent problems to be solved in current target detection meth-
ods for land-based hyperspectral image target detection tasks. Compared to hyper-
spectral remote sensing images, land-based hyperspectral images can obtain more 
detailed spatial structure information of targets. However, land-based hyperspectral 
images contain richer and more complex information. For the measured hyperspec-
tral data, although the AUC values are all very high, from the detection images, the 
false alarm rate of this framework is still at a high level. On the one hand, this is due 
to the relatively simple composition of training samples, and on the other hand, it 
is determined by the characteristics of land-based hyperspectral images themselves, 
such as the influence of target shadows. The real-time performance of the proposed 
framework could be improved from the testing time.

4 � Conclusion
An application-oriented land-based hyperspectral target detection framework based 
on 3D–2D CNN and transfer learning was proposed in this study, and the detection 
effect and robustness of this method were proved through experiments. The framework 
design adopts integrated learning, transfer learning, multi-scale spectral feature extrac-
tion, 3D–2D CNN model, and other strategies. Through experiments, it has been con-
firmed that the proposed target detection algorithm has strong robustness for different 
types of hyperspectral images. There are still some areas that can be further developed 
during the research process. Firstly, based on the analysis of spectral characteristics of 
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land-based hyperspectral images, search for more invariant spectral features to address 
spectral uncertainty issues. Secondly, the selection of training samples should strive to 
balance quantity and representativeness. Thirdly, there is still great room for improve-
ment in real-time performance of the proposed method, and improvements are still 
needed in the feature extraction network to improve detection speed and seek the best 
balance between detection speed and effectiveness. Fourthly, multiple evaluation indi-
cators need to be utilized to evaluate the effectiveness of target detection. At present, 
real-time imaging devices have become a reality, and the proposed method provides a 
feasible solution for the future application of target detection in land-based hyperspec-
tral images.
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