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1  Introduction
The concept of an automatic modulation classification (AMC) system relies on an inter-
mediate process, which has the advantage of blindly recognizing input signal modu-
lation to provide proper demodulation [1]. The applications of the AMC system are 
various through providing the fundamentals for cognitive radio (CR) [2], in which a CR 
system [3] has to consist of different capabilities, i.e., spectrum sensing, such as sensing 
for anomaly event [4], and high adaptation through learning. On the other hand, AMC 
can help to assure the security of the communications system [5] and prevent the degra-
dation of the quality of service (QoS) [6].

Previous solutions for AMC revolve around applying probability theory and predict-
ing based on the extracted statistical features of the input signal [1]. One of the most 
popular probability theories applied in AMC is the maximum likelihood-based classi-
fier, which selects the most suitable modulation scheme that maximizes the likelihood 
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of received signal through the evaluation of channel coefficients in an example of addi-
tive white Gaussian noise (AWGN) and fading channel [7]. When the problem comes to 
undefinable channel parameters, the theory of maximum likelihood is replaced by the 
average likelihood ratio test (AVRT) [8] or the general likelihood ratio test (GLRT) [9]; 
however, the tradeoff is the increasing complexity of the classifier. The prediction based 
on extracted features includes two phases: preprocessing signals for feature extrac-
tion and classifying using a machine learning (ML) classifier. Selected features have to 
ensure classification at low Signal-to-Noise Ratio (SNR) levels, be resilient to interfer-
ence, and most importantly, characterize the signature of different modulations. Some 
effective and widely used features depend on the spectral [10], moment [11], and cyclo 
stationarity [12] characteristics of the observed signal. Regarding the classifier, machine 
learning methods are varied from evaluating a predefined number of relevant samples 
as in k-nearest neighbor (KNN) [13] to creating boundaries by hyperplanes to separate 
samples of same modulation type in support vector machine (SVM) [14]. The traditional 
approaches have limitations in significantly increasing the complexity of system design 
when expanding the number of modulation classes. Therefore, recent research has 
proposed different classifiers based on deep learning (DL), due to its versatile and flex-
ible basics. Convolutional neural network (CNN) and the residual deep neural network 
(ResNet), widely used in computer vision and natural language processing, are also effi-
cient when applied in AMC [15–18]. Other architectures based on the concept of recur-
sive neural networks such as recurrent neural network (RNN) [19] and long short-term 
memory neural network (LSTM) [20] have also shown improvement in classification 
accuracy. By combining both CNN and LSTM, a hybrid model convolution long short-
term memory deep neural network (CLDNN) can be obtained for AMC with significant 
results for further applications [21, 22].

The implementation of DL-based classifiers can be realized using software-defined 
radio (SDR) [23], which is a communication system that is configured and controlled by 
software through a platform like GNU radio [24]. SDR has been widely used for verify-
ing the theory concept and algorithm and testing the reliability of cutting-edge commu-
nication systems before production. The applications of SDR are various, from verifying 
the theory of 5G communication system [25], to testing the performance of spectrum 
sensing [26]. The AMC-based system in [18] introduces the integration of DL classifiers 
into the SDR communication system, with real-time AMC at the from 2 to 20 m dis-
tance testing conditions between transmitter and receiver, with different modulations 
such as binary phase shift keying (BPSK), and quadrature phase shift keying (QPSK). On 
the other hand, the papers in [27, 28] only propose the DL models but do not include the 
AMC at real-time verification. The limitations of these works are insufficient testing sce-
narios for AMC, and therefore, they do not propose adequate approaches to validate the 
performance of AMC in real applications.

Thus, the contributions of this paper are summarized as follows:

•	 Propose an AMC-decision-driven receiver architecture based on SDR. The system 
performance is verified through simulations and real scenario tests to validate the 
effect of DL-based AMC classifiers on the overall system. The experiment shows 
good results for effectively implementing a practical AMC communications system.



Page 3 of 16Le et al. EURASIP Journal on Advances in Signal Processing         (2024) 2024:77 	

•	 Propose two AMC classifiers CLDNN and RSTM models, with improved classifica-
tion accuracy at the whole SNR range compared with reference architectures. For 
real-time classification, the proposed models have appropriate processing time to 
adapt to the operation of the AMC-based communication system.

The rest of this paper is constructed as follows. In Sect. 2, the related works of the SDR-
based transceiver architecture and also the reference DL models are introduced. In 
Sect. 3, the proposed SDR-based receiver architecture for real-time AMC and the pro-
posed CLDNN and RSTM are described and constructed. In Sect. 4, the training results 
of both CLDNN and RSTM models are compared with reference models on a public 
dataset, and they also be tested on a synthesized dataset on GNU radio. At the same 
time, the performance of the system is verified on the bit-error-rate (BER) simulations 
on GNU radio. Then, real scenario tests are carried out with classification accuracy and 
BER metrics to evaluate the performance of both the AMC classifier and demodulation 
system in real data transmission. Finally, in Sect. 5, the results of the paper are summa-
rized with the main contributions.

2 � Existing DL architecture and modulation classification system
2.1 � DL architecture

Deep Learning has been researched to apply in communication systems and specifi-
cally has shown significant results in AMC tasks. Among previous architectures, CNN, 
CLDNN, and ResNet have shown potential in real applications due to their accuracy and 
reduced processing time.

2.1.1 � CNN model

The authors in [15] propose a baseline CNN architecture, including two convolutional 
layers with a total number of parameters over 2 million. The architecture uses two con-
secutive CNN layers and the output is connected to fully connected layers. The authors 
use a large number of filters in two convolutional layers, specifically 256, and 80 filters 
in the first and second CNN layers. The overall accuracy performance of this model 
reaches 73% at SNR equal to 16 dB.

2.1.2 � CLDNN model

In paper [21], the authors propose a hybrid model between CNN and LSTM to enhance 
classification performance. The model includes three consecutive CNN layers with num-
bers of filters being 256, 256, and 80 and the feature map is then mapped to an LSTM 
layer with 50 units. The output of this is sent to a dense layer for giving a prediction. The 
total parameters of the model are over 2.5 million parameters. The highest accuracy of 
this model is 91.5% at 14 dB. Although the mentioned CNN and CLDNN architectures 
achieve considerable results for AMC, their architecture could be further optimized to 
reduce the number of parameters to adapt to practical applications.

2.1.3 � ResNet model

In paper [18], the authors introduce the multi-skip deep neural network based on the 
residual stack as shown in Fig. 1. The residual stack contains several one-dimensional 
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convolutional layers, with the addition of three summing points and the final layer of 
maximum pooling. The multi-skip connections of the residual stack can help to avoid 
gradient vanishing when concatenating multi-convolutional layers. The architecture in 
[18] combines 6 consecutive residual stacks and three fully connected layers. The num-
ber of parameters used in the architecture is approximately 155,000 parameters, with the 
highest accuracy at 14 dB equals 96%.

2.2 � Transceiver

In this section, an overview of the transceiver in the AMC communication system is 
summarized, in addition to our illustration of the transmitter realization on GNU radio.

The principles of the transmitter in an SDR-based communications system are sum-
marized in Fig. 2. The raw data stream is first encoded by specific modulation schemes 
to help the receiver side correct any errors due to channel impairments [23]. Then, the 
output data are mapped to the desired modulation scheme, i.e., BPSK, QPSK. The pulse-
shaping filter is applied to the IQ signals to limit the output spectrum of the signals. 
Some pulse-shaping filters widely used are the root-raised cosine filter and the Gaussian 
filter. Finally, this signal is converted to a passband frequency by mixing the signal with 
the desired carrier frequency.

Phase shift keying (PSK) modulation-based transmitter, which is an example of SDR-
based communications, is shown in Fig 3. First, the files of a transmitted message and 
a preamble are prepared. The use of a preamble file is to assist the receiver in recover-
ing the original message. The prefix’s bits need to be chosen to avoid duplicating any of 

Fig. 1  Residual stack architecture

Fig. 2  SDR-based transmitter

Fig. 3  GNU radio realization of PSK transmitter
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the transmitted file’s bit streams. For example, they could be generated as non-ASCII 
characters if the message originally contains ASCII characters. To prevent inter-symbol 
interference, the data stream is first mapped to the required modulation constellation 
and then filtered using a root-raised cosine filter. This baseband signal is sampled and 
transformed to a passband signal at a specific center frequency and delivered to an SDR 
device such as HackRF One for over-the-air transmission. The Constellation Modula-
tor block can be altered by the GFSK Mod and GMSK Mod blocks, if we consider using 
Gaussian frequency shift keying (GFSK), or Gaussian minimum shift keying (GMSK), as 
in Figs. 4 and 5, respectively.

Regarding the receiver side of the AMC-based system, the general architecture con-
tains three main blocks [2], shown in Fig. 6. The received signal is preprocessed to com-
pensate for channel impairments, and then, the signal is passed through to the AMC 
classifier to generate a prediction, and upon the predicted information, a suitable 
demodulation process can proceed. However, the comprehensive realization of this gen-
eral system in the SDR platform for real-time AMC has not received much attention.

3 � Proposed DL classifiers and receiver architecture
3.1 � CLDNN architecture

The first DL architecture proposed in this paper is the CLDNN architecture, which uti-
lizes both the advantages of the convolutional layer and the long short-term memory 
layer, which is illustrated in Fig. 7. The total trainable parameters of this architecture are 
309,450 parameters.

Fig. 4  GNU radio realization of GFSK transmitter

Fig. 5  GNU radio realization of GMSK transmitter

Fig. 6  AMC receiver
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The long time-series signals are first processed and represented by shorter high-level 
time-series signals with the use of a convolutional layer and max-pooling layer. The use 
of a one-dimensional (1D) convolutional layer is to adapt to the time-series characteris-
tics of the input data. The output feature maps from this step are then passed through 
two consecutive LSTM layers. Two consecutive LSTM layers are used to utilize their 
coherent memory characteristics. This memory characteristic is very effective for pro-
cessing the coherence of long-term temporal data as in different modulation schemes 
[29]. The introduction of two dropout layers is for limiting the overfitting phenomenon. 
Finally, the output feature map is passed through a fully connected layer with Softmax 
activation function to give a prediction.

The input samples are first passed through a 1D convolutional layer containing 64 fil-
ters with a kernel size of 7 and downsampled by a maximum pooling filter of size 2. Two 
consecutive LSTM layers contain 128 hidden units, with a dropout rate of 0.3 in both 
two dropout layers.

3.2 � RSTM architecture

A residual long short-term memory neural network architecture is introduced in this 
section, with the detailed architecture shown in Fig.  8. The RSTM architecture has 
428,234 total parameters. The proposed architecture is developed based on the residual 
stack with 5 consecutive one-dimensional CNN layers in Fig. 1.

In this architecture, we propose using only one residual stack and then passing the 
feature map into two LSTM layers with dropout layers in between. Adding the LSTM 
layers could increase the number of parameters in the architecture; however, passing the 
feature map to LSTM layers can help utilize the coherent memory characteristics of the 
LSTM layers when processing the extracted feature map of the residual stack. For the 
design of the residual stack, all five 1D convolutional layers use a kernel size of 7 with 
64 output filters. For the first 1D convolutional layer, we use the linear activation func-
tion, and the rest of the convolutional layers are implemented with the ReLU activation 

Fig. 7  Proposed CLDNN architecture
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function. The feature map output from the residual stack is processed by two LSTM lay-
ers with 128 hidden units. The dropout rate is also 0.3.

3.3 � Receiver

The working principles of our receiver are illustrated in Fig. 9. Our receiver is developed 
based on the general processing of an SDR-based communications system [23]. Signals 
received at the SDR hardware are downconverted to baseband signals. At the same time, 
the receiver uses a phase lock loop to correct any frequency mismatch between the 
transmitter and receiver. Subsequently, the processed signal is passed through an auto-
matic modulation classification block to predict the modulation scheme of this signal. 
Based on this information, the receiver can decide on suitable demodulating processes. 
Then, the signal is processed for optimal sampling with match filtering and equalizing 
channel impairments. Subsequently, the symbols from the signal can be mapped to its 
corresponding bit representation and finally decoded to obtain subtle information.

The receiver system is illustrated in Fig. 10. The block osmocom Source which is the 
representation of the HackRF One receiver receives the communication signal and 
converts it to a baseband signal, shown in Fig. 10. After receiving the signal, the initial 
processing step is performed by the AGC (Adaptive Gain Control) and FLL (Frequency 
Locked Loop) Band-Edge blocks. The received baseband signal is under amplitude 

Fig. 8  Proposed RSTM architecture

Fig. 9  Receiver block diagram
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control by AGC block and then processed to compensate for any frequency offset which 
is affected by clock mismatch between the transmitter and the receiver by FLL Band-
Edge block.

Our modified block, the AMC block, serves as the primary controller for the entire 
operation. It is in charge of providing an estimate for the input signal’s modulation 
scheme, with two inputs Frames and Modulation. The AMC block processes a multipli-
cation of the input size corresponding to the models indicated by the Frames parameter 
and can calculate the classification accuracy based on a provided class in the Modulation 
parameter. The CLDNN or RSTM model integrated into the block input frames of sam-
ples and processes to give preliminary predictions. The process repeats for several itera-
tions, and the class with the highest prediction accuracy will be determined, and its label 
and index will be produced. Based on the output modulation label, the Selector block 
can connect the input to its corresponding demodulation process. The parameter index 
indicates the demodulation process matching the output label from the AMC block, in 
which the Selector will stream the input signal through the in port to the demodulation 
process. After that, we continue to demodulate the signal and record the message in an 
output file.

With the support of the ONNX Runtime platform, the proposed models can be inte-
grated into the GNU Radio flowgraph to give real-time classification [30], with reduced 
processing time compared with their original format. Table 1 gives the estimated time 
used for processing one single frame. It also gives the total time elapsed for predict-
ing the most probable modulation scheme of streams of input signals at a specific time 
for BER calculation. Moreover, this time is not a reception and decoding communica-
tion messages time; this is a DL decision time and is acceptable compared to a normal 

Table 1  Inference time comparison

Model Inference time Decision time

CLDNN 2× 10
−4s 2s

RSTM 4× 10−4 s 4s

MRNN [18] 4× 10−3 s –

Fig. 10  GNU radio realization of classification system
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DL model. For one single frame, the CLDNN model can give a prediction after every 
2× 10−4 seconds, and for the RSTM model, this is about 4 × 10−4 seconds, which is a 
significant processing time reduction from 4 × 10−3 seconds as in [18]. In addition, the 
total frames required for the AMC process depend on the user’s purpose. For instance, 
we propose to use 10,000 frames for calculating the BER of the demodulation process, 
which requires the total number of frames to be sufficiently large to ensure the output 
class of the AMC being of only the desired modulation, which leads to overall decision 
time for CLDNN and RSTM being 2s and 4s, as shown in Table 1.

4 � Results
4.1 � Dataset

In this paper, two datasets are used for training the models. The first dataset is Radi-
oML-2016.10b, which comes from the Deepsig company [31]. The purpose of this data-
set is to optimize the architecture of the proposed models. It includes 10 modulation 
classes under the SNR of range between −20 dB and 18 dB, both analog and digital mod-
ulation, i.e., BPSK, QPSK, 8PSK, PAM4, QAM16, QAM64, CPFSK, GMSK, GFSK, and 
WBFM. This dataset has been widely used in many research papers due to its variability 
in modulation schemes and corresponding SNR levels. The dataset simulates real-world 
scenarios by imposing different impairments such as phase and frequency offset, fading 
channel, and additive white Gaussian noise by using GNU Radio software. It consists of 
1,200,000 samples of size 2× 128.

To validate the reliability of the proposed CLDNN and RSTM models in a real data 
transmission scenario, we propose the GRA dataset with SNR of 24 dB and 10 dB, which 
is generated by receiving signals under SDR-based data transmissions, including 8 mod-
ulation classes, i.e., 8PSK, BPSK, GFSK, GMSK, PAM4, PAM8, QAM16, and QPSK. The 
dataset contains in total 102,400,000 samples of size 128× 2.

4.2 � Training results

The training results of the proposed CLDNN, RSTM classifiers are shown and compared 
with the model CNN [15], CLDNN [21], ResNet [18]. The most complex model in these 
papers is CLDNN, with over 2,000,000 trainable parameters, in total.

As shown in Fig. 11, the proposed CLDNN and the RSTM models outperformed the 
CNN architecture in [15]. Our CLDNN model reaches 93% average accuracy at a high 
SNR range between 10 dB and 18 dB. On the other hand, our proposed RSTM model 
obtains an average accuracy of approximately 90% at high SNR levels. In comparison, 
at high SNR levels, our CLDNN model outperforms the CLDNN architecture in paper 
[21]. In addition, our proposed RSTM architecture achieves better performance com-
pared to the ResNet architecture in paper [18] with 1–2% higher accuracy at high SNR 
levels.

4.3 � Simulation results

First, we verify the demodulation performance of BPSK and QPSK of the system shown 
in Fig.  10 under the AWGN channel and frequency offset, which is shown in Fig.  12. 
Figure  12a shows the theoretical BER of BPSK under AWGN channel and the simu-
lated BER under AWGN channel with additional frequency offset. The simulated results 
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nearly approach the values of BER in theory. On the other hand, from the theory [32], 
both the BER of QPSK and BPSK have a similar performance. From Fig. 12b, the simu-
lated results of QPSK also approach the theoretical values.

On the other hand, the performance of the proposed models needs to be evaluated on 
the SDR platform, which leads to our generated dataset on GNU Radio. These modu-
lations are 8PSK, QPSK, BPSK, PAM4, PAM8, QAM16, GMSK, and GFSK, under the 
conditions of SNR between −20 dB and 20 dB. Figure  13 compares the results of our 
proposed CLDNN and RSTM models in the new dataset, which exhibits similar trends 
as in the RadioML-2016.10b dataset. The performance of the CLDNN model outper-
forms that of RSTM model, despite with considerably smaller number of parameters. 
Their classification accuracy rapidly rises to more than 98% at high SNR levels; however, 
the CLDNN still outperforms the RSTM architecture by 1–2%.

4.4 � Experimental results

Before integrating the CLDNN and RSTM models into the system, we train our pro-
posed models by the GRA dataset with the same 8 modulation schemes as in the simula-
tion results. The dataset is recorded through real data transmissions over two HackRF 
One devices. The first HackRF One device is considered as a transmitter to trans-
mit modulated signals among 8 modulation schemes. The other device is utilized as a 
receiver for collecting the modulated signals and recording these to create the dataset. 
This dataset contains 102,400,000 samples in the SNR of 24 dB and 10 dB, with 50, 000 
frames of size 128 for each modulation at a specific SNR level.

A real data transmission process is carried out to evaluate the classification perfor-
mance of the proposed models with the transmitted signal in the SNR range of 0 dB to 
16 dB. Furthermore, to verify the stability of this communication system integrated with 
the AMC classifiers, a BER measurement is carried out at the distance range between 

Fig. 11  Performance comparison—RadioML-2016.10b
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Fig. 12  Simulated BER in AWGN with frequency offset

Fig. 13  Simulated results between proposed CLDNN and RSTM



Page 12 of 16Le et al. EURASIP Journal on Advances in Signal Processing         (2024) 2024:77 

10 and 70 m, in addition to the SNR range from 8 to 16 dB. The transmitter modulates 
and sends the contents of a 13-byte message. The receiver, on the other hand, repeatedly 
determines whether the first 100 consecutive messages have a BER that is less than 50%. 
It will classify the modulation scheme of the signal, demodulate it, and store the results 
in a temporary file. The file will be retained to determine the final BER measurement if 
the instantaneous BER is less than 50%; otherwise, the receiver will repeat the receiving 
process. If the received process succeeds, beginning from the first initial matching point, 
data of length 5000× 13-byte messages will be collected. Then, a procedure of bit-by-bit 
comparison with the transmitted message will reveal the number of error bits presented 
in the file.

Table  2 compares the classification accuracy of 8 modulation schemes between 
CLDNN and RSTM models. The CLDNN and RSTM models have similar performance 
at high SNR levels, but the CLDNN model shows better performance at low SNR lev-
els. CLDNN’s classification accuracy typically starts to decline to below 90% at 4 dB, 
whereas the RSTM model’s accuracy starts to decline at 6 dB. Throughout the results, 
PAM4, PAM8, QAM16, 8PSK, and BPSK are the modulation schemes that are not dif-
ficult to classify, in contrast with GFSK, GMSK, and QPSK.

In Table 3, we also compare the average classification accuracy with previous studies 
under different distances. The result in [18] was based on the multi-skip residual neural 
network (MRNN). On the other hand, an approach for AMC based on a modulation dia-
gram constellation was proposed in [33]. The classification accuracy based on CLDNN 
proposed by this paper is comparatively greater than both of the results in [18, 33]. With 
the increasing number of modulation schemes from 6 to 8, the classification accuracy of 
the CLDNN model also increases to above 96% in general.

For modulation schemes not included in the dataset, the AMC may misclassify 
these modulation schemes into the existing classes. For example, suppose we aim to 

Table 2  Real-time classification accuracy

Mod. Model Accuracy (%)

16 dB 14 dB 12 dB 10 dB 8 dB 6 dB 4 dB 2 dB 0 dB

8PSK CLDNN 99.7 99.2 99.8 99.2 99.6 99.1 99.1 5.9 0.0

RSTM 99.6 99.7 99.5 99.3 99.5 99.3 61.8 3.6 0.0

BPSK CLDNN 99.7 99.1 99.6 99.3 99.2 95.1 86.4 45.4 0.1

RSTM 99.9 99.2 99.7 99.2 99.4 83.6 60.1 2.8 0.1

GFSK CLDNN 99.7 99.6 99.3 99.3 99.1 98.9 94.5 13.4 0.4

RSTM 99.7 99.8 99.4 99.4 99.4 97.7 49.2 2.7 0.0

GMSK CLDNN 99.9 99.7 99.4 99.2 99.3 99.5 95.1 1.7 0.1

RSTM 99.8 99.6 99.4 99.1 99.2 99.4 50.6 0.1 0.0

PAM4 CLDNN 99.7 99.8 99.1 99.9 99.5 99.1 99.1 67.4 0.7

RSTM 99.6 99.5 99.4 99.2 99.8 99.5 51.0 2.7 0.1

PAM8 CLDNN 99.6 99.6 99.6 99.7 99.7 99.6 99.5 98.2 42.2

RSTM 99.6 99.6 99.7 99.2 99.6 99.8 99.2 99.2 0.6

QAM16 CLDNN 99.5 99.6 99.4 99.1 99.1 99.9 99.3 79.4 7.8

RSTM 99.9 99.6 99.7 99.4 99.2 99.2 99.4 67.3 3.4

QPSK CLDNN 99.8 99.5 99.3 99.4 99.6 99.2 53.5 0.7 0.0

RSTM 99.6 99.9 99.4 99.8 99.7 76.8 0.5 0.2 0.0
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transmit a greater order phase shift keying (PSK) modulation scheme such as 16PSK. 
In that case, the system may misclassify the 16PSK scheme into 8PSK or QPSK classes 
due to high similarities in modulation constellation. However, the versatility of the 
deep learning approach can help to cope with the modulation changes with less 
effort and changes in system complexity by combining the information about the new 
classes in the training dataset. Although the total modulation classes are 8 modula-
tion schemes, the system includes high-performance and widely used modulation 
schemes. In addition, the total number of classes is greater than that in [18, 33].

Since integrating both of CLDNN and RSTM models in the demodulation exhib-
its similar results, the results solely focus on the cases when integrating the CLDNN 
model. The overview of BER measurements using the proposed CLDNN classifier and 
six modulation schemes is shown in Table  4. The settings of the real scenario tests 
are carried out in indoor conditions with a line of sight (LoS) position between two 
HackRF One devices separated by 10 m to 70 m. To ensure reliability, for each dis-
tance setting, we additionally vary different SNR levels between 8 dB and 16 dB. Due 
to the complexity of the communication channels, the BER of the real demodulating 
process may differ from what is discussed in Fig. 12.

The BER result of BPSK begins at 5.8× 10
−4

% at 10 m and 16 dB, which continues 
to rise to 1.9× 10

−2
% at 70  m and 8 dB. Under all conditions, the BER of BPSK is 

maintained below 10−1
% consistently. BPSK has a low BER since each symbol is only 

represented by one bit. In [34], the BPSK demodulation process was developed based 
on deep learning, in which the demodulation performance was measured in the real 
scenarios, with the BER between 8 dB and 10 dB, being approximately 0.03% . On the 
other hand, our BER results between 8 dB and 10 dB are approximately 0.003% , which 
shows a considerably improved demodulation performance.

Regarding the QPSK modulation, the BER results are comparable to that of BPSK 
modulation. The BER of QPSK starts at 7.7× 10−4 %, and it continues to rise to 
2.7× 10−2 %. Similar to BPSK, QPSK modulation uses just one bit when we separately 
consider the in-phase or quadrature component, even though every symbol is repre-
sented by two bits; therefore, there is a similar BER result between QPSK and BPSK 
measurements. However, the results of 8PSK show a degradation in BER. The BER 
of 8PSK increases significantly from 5.3% to nearly 50% at the final condition. The 
reason for this phenomenon is due to the introduction of noise, and the complexity 

Table 3  Average classification accuracy comparison

Modulation CLDNN MRNN [18] BDS [33]

BPSK 98.3% 94.9% 88.5%

QPSK 96.2% 94.7% 83.7%

8PSK 96.2% 93.9% 91.3%

GMSK 97.1% 98.4% –

GFSK 97.5% 98.7% –

16QAM 99.1% 98.9% –

PAM4 98.7% – –

PAM8 99.5% – –
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of the channel leads to the demodulation of 8PSK becoming difficult. At a smaller 
extent, the BER of PAM4 increases progressively from 4.5× 10−2 % to 5.6%.

Concerning GMSK and GFSK modulation schemes, their BER both start at nearly 5% 
and increase gradually to over 50% by 70 m and 8 dB. The fading channel’s appearance 
may affect the demodulating process, which leads to low performance of the demodula-
tor when processing timing synchronization.

5 � Conclusion
This paper proposes a complete AMC-decision-driven architecture of the receiver devel-
oped in SDR. In addition, the two proposed CLDNN and RSTM architectures ensure 
the processing time for real-time AMC tasks and also have a general improvement in 
classification accuracy. The performance of the AMC communication system is verified 
in GNU Radio simulations with simulated BER approaching the theoretic curve. Regard-
ing the real scenario testing, the demodulation performance of the system is affected 

Table 4  Summary of BER—CLDNN model

Mod. SNR (dB) BER (%)

10 m 20 m 30 m 40 m 50 m 60 m 70 m

BPSK 16 5.8e−4 1.2e−3 1.5e−3 2.1e−3 2.7e−3 3.2e−3 4.2e−3

14 1.3e−3 2.3e−3 2.9e−3 3.8e−3 4.8e−3 5.8e−3 6.7e−3

12 1.9e−3 2.9e−3 4.2e−3 5.8e−3 6.9e−3 1e−2 1.2e−2

10 2.5e−3 3.6e−3 5.6e−3 7.5e−3 9.4e−3 1.1e−2 1.3e−2

8 3.1e−3 4.4e−3 7.3e−3 1e−2 1.3e−2 1.6e−2 1.9e−2

QPSK 16 7.7e−4 1.9e−3 3.3e−3 4.2e−3 5.4e−3 6.9e−3 8.1e−3

14 1.4e−3 2.9e−3 4.1e−3 5.4e−3 6.7e−3 8.1e−3 9.4e−3

12 1.7e−3 4.1e−3 6.4e−3 8.7e−3 1.1e−2 1.3e−2 1.6e−2

10 2.7e−3 5.1e−3 7.8e−3 1.1e−2 1.4e−2 1.7e−2 1.8e−2

8 3.3e−3 9.2e−3 1.2e−2 1.5e−2 1.8e−2 2.3e−2 2.7e−2

8PSK 16 5.3 6.1 8.9 11.4 15.6 20.7 25.1

14 5.5 8.5 10.6 13.4 17.7 23.2 32.3

12 6.3 11.2 12.8 15.3 19.3 25.1 40.2

10 7.3 13.3 15.5 18.2 21.7 31.7 43.2

8 8.7 15.2 18.3 22.5 30.4 40.3 49.3

PAM4 16 4.5e−2 9.3e−2 1.3e−1 1.8e−1 2.6e−1 3.4e−1 7.4e−1

14 1.1e−1 1.3e−1 1.7e−1 2.7e−1 3.5e−1 4.7e−1 1.9

12 1.7e−1 2.1e−1 2.7e−1 3.6e−1 3.7e−1 6.2e−1 3.1

10 1.9e−1 2.3e−1 3.1e−1 4.5e−1 5.7e−1 8.3e−1 4.3

8 2.4e−1 3.2e−1 4.5e−1 5.2e−1 7.5e−1 1.1 5.6

GMSK 16 5.8 8.2 10.2 12.2 14.9 16.6 22.8

14 7.6 9.5 17.6 19.7 30.4 34.4 38.3

12 8.7 10.5 23.9 28.3 34.5 37.9 44.6

10 10.6 11.6 27.3 34.2 39.3 42.8 49.9

8 15.9 19.8 30.9 38.8 43.7 44.3 52.3

GFSK 16 5.3 7.2 9.9 13.1 17.3 19.6 23.1

14 7.6 9.2 17.3 24.3 27.5 33.7 37.3

12 10.2 15.1 23.4 28.9 32.5 36.1 47.1

10 15.2 20.4 26.9 30.2 35.6 40.2 49.2

8 21.1 28.4 33.3 38.3 43.2 45.7 54.3
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by the complexity of real channel impairments, which leads to the degradation of BER 
results. However, the communication process of BPSK and QPSK shows positive results, 
in which the receiver can successfully demodulate the message with BER under 10−1 % 
including the most severe conditions. Regarding the real-time AMC, the CLDNN model 
outperforms the proposed RSTM model at low SNR levels, and they both accurately 
classify with the SNR level of at least 4 dB.
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