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#### Abstract

A new fast algorithm for block-based motion estimation, the flexible triangle search (FTS) algorithm, is presented. The algorithm is based on the simplex method of optimization adapted to an integer grid. The proposed algorithm is highly flexible due to its ability to quickly change its search direction and to move towards the target of the search criterion. It is also capable of increasing or decreasing its search step size to allow coarser or finer search. Unlike other fast search algorithms, the FTS can escape from inferior local minima and thus converge to better solutions. The FTS was implemented as part of the H. 264 encoder and was compared with several other block matching algorithms. The results obtained show that the FTS can reduce the number of block matching comparisons by around $30-60 \%$ with negligible effect on the image quality and compression ratio.
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## 1. INTRODUCTION

Motion estimation is one of the key components in several video compression algorithms and standards [1-7]. The main purpose of motion estimation is to reduce temporal redundancy between frames in a video sequence. Motion estimation (ME) algorithms can be classified as block-based, pixel-based, or region-based. Block-based algorithms are the most popular due to their implementation simplicity in both software and hardware.

In block-based motion estimation, each frame is divided into a group of equally sized blocks called macroblocks and a single vector is used to represent motion for each macroblock. This motion vector is obtained by finding the best match between the block in the frame to be compressed, called the current frame, and the reference frame. The main parameters of the block-based ME process are the search window size, the matching criterion, and the search algorithm. The search window is the area in the reference frame in which the search for the best matching block is performed. The search window is defined by the location of its origin (its upper-left corner) and its size. The matching criterion is the evaluation function that measures the degree of matching between two blocks. Different matching criteria are available such as the sum of absolute difference (SAD), the cross correlation (CC), and the mean-square error (MSE). SAD is mostly used because of the simplicity and ease of its
implementation and is given by

$$
\begin{equation*}
\operatorname{SAD}\left(V_{i}\right)=\sum_{x=0}^{M} \sum_{y=0}^{N}\left|S_{l}(x, y)-S_{l-1}(x+d x, y+d y)\right| \tag{1}
\end{equation*}
$$

where $M$ and $N$ are the block width and height, respectively, $S_{l}(x, y)$ is the pixel value of frame $l$ at relative position $x, y$ from the macroblock origin, and $V_{i}=\left(d_{x}, d_{y}\right)$ is the displacement vector.

A wide range of block matching algorithms (BMAs) have been presented in the literature [ $8-30$ ]. The minimum SAD can be achieved by using a full (i.e., exhaustive) search which has the drawback of high computational complexity. This makes full search (FS) not suitable for real-time video compression applications. Other available block matching algorithms apply fast search techniques such as the 2D logarithmic search (2DS) [9], the cross search (CS) [10], the threestep search (TSS) [11], the new three-step search (NTSS) [12], the hierarchical BMA [13], the hexagon search (HS) [14], the diamond search (DS) [15-17], the zonal search [18, 19], and the simplex search (SS) algorithm [26-30]. In these algorithms, only selected subsets of search positions are used for evaluation leading to reduced computation but can lead to motion vectors corresponding to inferior local minima of the matching criterion. The more recent techniques include more advanced features such as early exit based on a certain threshold value or improved prediction
for the search center. These techniques include the motion vector field adaptive search technique (MVFAST) [20], the predictive MVFAST (PMVFAST) [21], and the unsymmetrical cross multihexagon grid search (UMHexagonS) [22, 23] which was proposed for the H. 264 encoder and was accepted by the Joint Video Team (JVT).

The group of BMAs presented in [26-30] is based on the simplex optimization algorithm and has been found to yield very promising results. The use of the well-known simplex optimization algorithm for finding the minimum SAD is motivated by the fact that the simplex technique has the capacity to quickly change search direction and perform a coarser or finer search as necessary [24, 25].

In this paper, a new fast BMA is developed by adapting the simplex algorithm to a discrete search grid. This algorithm uses predefined sets of triangles to achieve the best match and it is thus called the flexible triangle search (FTS). Through the use of predefined sets of triangles the search operations can be carried out without floating point operations and without having to adapt the triangle obtained at each step of the algorithm to the discrete search grid. An early version of this algorithm was presented in [31]. The paper is organized as follows: in Section 2, a brief description of the concept of the simplex search algorithm is presented and the motivation for the development of the FTS algorithm is discussed. The proposed FTS algorithm is presented in Section 3 and its performance is evaluated and compared with that of other fast BMAs in Section 4.

## 2. SIMPLEX SEARCH ALGORITHM

The simplex algorithm is a technique used in optimization when the derivatives of the performance index are not available, or difficult to obtain [25]. In the two-dimensional simplex search, a search triangle is used to locate a minimum of the performance index or error function. This error function is evaluated at the triangle vertices which represent possible minimum locations. The locations of the triangle vertices are modified in a manner that moves the triangle towards possible minimum locations by moving the triangle away from locations of high error function values. During these movements, the search triangle undergoes operations such as reflection, expansion, and contraction. These operations provide the necessary flexibility to efficiently move the triangle towards the minimum location or resize the triangle. Consequently, the search can quickly change direction depending on the search results, or become coarser or finer as necessary. The algorithm's main operations can be briefly described as follows.

## Reflection

In this operation, the triangle is reflected away from the vertex with the maximum error value. The vertex with the maximum error value is identified and its new location is calculated by reflecting it with respect to the remaining two vertices. If the value of the error function at the vertex after
reflection is less than the value of the error function at the location before reflection, then the reflection operation is considered to be successful and a new triangle with the new vertex instead of the maximum-error vertex is obtained. Thus, the triangle is moved in the direction of the minimum error.

## Expansion

After a successful reflection, the possibility of finding a vertex with lower error function value can be further investigated by moving the reflection vertex further in the same direction, a process referred to as expansion. If the value of the error function at the vertex obtained after expansion is lower than the error function value at the vertex after reflection, the vertex obtained after expansion is used as the vertex of the search triangle. Thus expansion increases the size of the triangle allowing it to move faster towards the minimum point using a coarser search.

## Contraction

The contraction operation is the opposite of expansion. It is used when both reflection and expansion operations fail. In such a case, the search triangle is close to the minimum point and the size of the triangle is reduced to conduct a finer search and find the minimum point. If the algorithm has already reached a sufficiently small triangle size and no more contraction can be achieved, then the algorithm stops.

The ability of the simplex algorithm to change the search direction and to switch between coarse and fine searches makes it a good candidate to be used for BMA and this has been done in [26-30]. However, during implementation of the simplex algorithm for ME, several possibilities for improvement were observed. Most of these are related to the fact that the original simplex algorithm was intended for continuous variables while BMAs are required to use a discrete grid for the variables. The movement of the triangle is therefore not completely controllable. This sometimes results in the collapse of the triangle into a single vertex due to the integer grid approximation, or search locations may be repeatedly evaluated. Further, the simplex algorithm requires many floating-point calculations which slow down the search relative to the searches in other integer-based algorithms.

## 3. THE FLEXIBLE TRIANGLE SEARCH ALGORITHM

The FTS was developed based on the simplex method and several modifications are introduced to make it more suitable for the discrete grid required for BMAs.

The FTS is based on using sets of triangles of different sizes to perform the search. The FTS algorithm is switching between levels through expansion and contraction operations. The vertices of these triangles are always on the integer grid and the triangles have different sizes to perform coarse or fine searches. A triangle is defined by its identification ID and its level, that is, T21 stands for triangle T, level 2, and


Figure 1: Triangle sets for levels 0 to 2.

ID 1. Figure 1 displays the triangles for levels 0 to 2 . The IDs for the three levels are
(i) Level $0=\{\mathrm{T} 00, \mathrm{~T} 01, \mathrm{~T} 02, \mathrm{~T} 03\}$;
(ii) Level $1=\{\mathrm{T} 10, \mathrm{~T} 11, \mathrm{~T} 12, \mathrm{~T} 13, \mathrm{~T} 14, \mathrm{~T} 15\}$;
(iii) Level $2=\{\mathrm{T} 20, \mathrm{~T} 21, \mathrm{~T} 22, \mathrm{~T} 23, \mathrm{~T} 24, \mathrm{~T} 25\}$.

The vertices of these triangles are denoted as $V_{0}, V_{A}, V_{B}$, where $V_{0}$ is the center point, and $V_{A}$ and $V_{B}$ are the vertices in counterclockwise sense from $V_{0}$. Thus, the coordinates of the three vertices of a triangle can be obtained from the triangle name and the coordinates of $V_{0}$.

More than 3 levels could be used. However, experimental results have shown that 3 to 4 levels are entirely satisfactory for the commonly used window sizes.

Like most other algorithms, the FTS is easily integrated with early termination and motion vector prediction techniques to improve its computational performance. When motion prediction is used, the predictive motion vector is used as the center of the starting triangle group. In addition, an early termination condition based on the SAD value is added to the algorithm.

Based on the above definition of the triangles, the basic operations of the FTS, namely, reflection, expansion, contraction, and translation, can be easily described using lookup tables and can be computed without floating-point operations.

Such a look-up table for reflections and expansions for level 0 triangles is given in Table 1 using the triangle definitions and the origin $V_{0}$. The possible reflections and the possible expansions for a level 0 triangle are illustrated in Figures 2 and 3, respectively.

Similar tables can be constructed for reflection and expansion for the other two levels and they are given in the appendix. Through these tables, the FTS algorithm can be implemented using look-up tables and thus its computational efficiency can be greatly increased.

Contraction from level 2 to 1 is straightforward since the triangle orientation does not change. However, contraction from level 1 to level 0 requires some modifications since the number of triangles in level 0 is less than the number of triangles in level 1. Table 2 presents contraction from level 1 to 0 .

The FTS algorithm can be described as in Algorithm 1.
The choice of termination condition parameters $K$ max and ExitSAD depends on the application and often involves tradeoffs. The value for $K$ max, for example, limits the number of search steps, and thus the amount of computation, but should be higher than the average number of search steps per macroblock to obtain good quality of the reconstructed frames. ExitSAD is the minimum SAD value at which the search stops.

The relationship between the FTS operations and triangle levels is illustrated in Figure 4 and the complete flowchart of the algorithm is shown in Figure A. 2 in the appendix. The FTS can also be combined with variable block-size mode selection algorithms such as that discussed in [32] to facilitate its use for variable block size motion estimation.

## 4. ILLUSTRATIVE EXAMPLE

An example of the search pattern using FTS is illustrated in Figure 5. The search starts at the center of the search window and concludes with finding $V_{\text {min }}$ the location with the minimum SAD. The steps involved are as follows.

## (1) Start

The triangle search starts at level 0 ; the current triangle is T00 with initial vertices $V_{1}, V_{3}$, and $V_{2}$. In this case $\operatorname{SAD}\left(V_{1}\right)$ is the maximum and $\operatorname{SAD}\left(V_{3}\right)$ is the minimum. Thus, $V_{1}$ is set to $V_{h}, V_{3}$ to $V_{l}$, and $V_{\min }$ to $V_{3}$.

## (2) Reflection

The triangle vertex $V_{1}$ is reflected to $V_{4}$. Since $\operatorname{SAD}\left(V_{4}\right)<$ $\mathrm{SAD}\left(V_{1}\right)$, reflection is successful and should be followed by expansion. The new triangle becomes T 02 .

## (3) Expansion

A test for expansion is performed at vertex $V_{5}$ and since $\operatorname{SAD}\left(V_{5}\right)<\operatorname{SAD}\left(V_{4}\right)$, expansion is successful. The current triangle is then expanded to T14 (based on Table 1) with vertices $V_{2}, V_{5}$, and $V_{6} . V_{d}$ is set to $V_{e}-V_{r}=(1,1)$. Since in this case, $\operatorname{SAD}\left(V_{5}\right)>\operatorname{SAD}\left(V_{\min }\right), V_{\min }$ will not be updated.

## (4) Translation

Since the last operation was a successful expansion, translation is attempted. Using the translation vector $V_{d}=(1,1)$ from the expansion step, a translation of the current triangle

Table 1: Possible reflections and expansions for Level 0 triangles.

|  |  | Results of reflection of $V_{0}$ around $V_{A}, V_{B}$ |  | Expansion of $V_{0}$ reflection-vertex |  | Results of reflection of $V_{A}$ around $V_{0}, V_{B}$ |  | Expansion of $V_{A}$ reflection-vertex |  | Results of reflection of $V_{B}$ around $V_{0}, V_{A}$ |  | Expansion of $V_{B}$ reflection-vertex |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cur <br> tria <br> leve | $\begin{aligned} & \text { rent } \\ & \text { ggle, } \\ & 10 \end{aligned}$ | New triangle, level 0 | Origin shift $V_{0}$ | Test point $V_{e}$ | New triangle, level 1 | New triangle, level 0 | Origin shift $V_{0}$ | Test point $V_{e}$ | New triangle, level 1 | New triangle, level 0 | Origin shift $V_{0}$ | Test point $V_{e}$ | New triangle, level 1 |
| T00 |  | T02 | $(1,1)$ | $(2,2)$ | T14 | T03 | $(0,0)$ | $(0,-2)$ | T12 | T01 | $(0,0)$ | $(-2,0)$ | T11 |
| T01 |  | T03 | $(-1,1)$ | $(-2,2)$ | T10 | T00 | $(0,0)$ | $(2,0)$ | T13 | T02 | $(0,0)$ | $(0,-2)$ | T12 |
| T02 |  | T00 | $(-1,-1)$ | $(-2,-2)$ | T11 | T01 | $(0,0)$ | $(0,2)$ | T15 | T03 | $(0,0)$ | $(2,0)$ | T14 |
| T03 |  | T01 | $(1,-1)$ | $(2,-2)$ | T13 |  | $(0,0)$ | $(-2,0)$ | T10 | T00 | $(0,0)$ | $(0,2)$ | T15 |



Figure 2: Possible reflections for level 0 triangles. The original triangle is the dark one.
is attempted to $V_{7}, V_{8}$, and $V_{9}$. In this triangle, $\operatorname{SAD}\left(V_{9}\right)$ is the maximum error, $\operatorname{SAD}\left(V_{8}\right)$ is the minimum error and this error is less then $\operatorname{SAD}\left(V_{\min }\right)$. As a result $V_{\min }$ is updated to $V_{8}$. The triangle ID remains T14.

## (5) Reflection

Since the last operation was a successful translation, another translation is attempted which does not lead to a vertex with


Figure 3: Result of reflection followed by expansion of triangle T00 as outlined in Table 1. The original triangle T00 is shown using a solid line and the resulting level 1 triangles are shown using dotted lines.

Table 2: Contraction from level 1 to level 0 triangles.

| Level 1, <br> original triangle | Level 0, <br> new triangle |
| :---: | :---: |
| T10 | T03 |
| T11 | T00 |
| T12 | T00 |
| T13 | T01 |
| T14 | T02 |
| T15 | T02 |

a lower error than $\operatorname{SAD}\left(V_{8}\right)$. Thus, reflection is attempted by reflecting $V_{9}$ to $V_{10}$. Since $\operatorname{SAD}\left(V_{10}\right)<\operatorname{SAD}\left(V_{9}\right)$, this is a

Given a reference frame $S_{l-1}(x, y)$, an $M \times N$ macroblock in the current frame $S_{l}(x, y)$ finds the displacement vector $V_{\min }$ so that $\operatorname{SAD}\left(V_{\min }\right)$ in (1) is minimized in the search window. The details of the algorithm are as follows.

Step 1 (initialization). (i) Initialize the current triangle level, current triangle within that set, and initial triangle vertices $V_{0}, V_{A}$, and $V_{B}$ in the search area. Choose $V_{0}$ as the origin of the search window. If motion vector prediction is used, shift $V_{0}$ by the predictive motion vector. Initialize the iteration counter $K=0$ and set translation vector $V_{d}$ to 0 , TranslationFlag to False, and displacement vector $V_{\min }$ to $V_{0}$.

Step 2. (i) Check the termination conditions. If any condition is satisfied, then terminate the search.
(ii) Determine the SAD for each new vertex in the current triangle. Identify the vertex with the highest SAD value as $V_{h}$, the vertex with the lowest SAD value as $V_{l}$, and the vertex with the middle SAD value as $V_{\text {mid }}$.
(iii) If the previous step was a successful expansion or translation operation, go to Step 6, otherwise continue to Step 3.

Step 3 (reflection). (i) Get a new vertex $V_{r}$, by reflecting $V_{h}$ of the current triangle using the table corresponding to the current level, and calculate $\operatorname{SAD}\left(V_{r}\right)$.
(ii) If $\operatorname{SAD}\left(V_{r}\right)<\operatorname{SAD}\left(V_{h}\right)$, go to Step 4, otherwise go to Step 5.

Step 4 (expansion). (i) Locate the expansion vertex $V_{e}$ for the current triangle using the appropriate triangle level table.
(ii) If $\operatorname{SAD}\left(V_{e}\right)<\operatorname{SAD}\left(V_{r}\right)$, then expansion was successful; increase the triangle level and update the current triangle. Calculate the translation vector between the reflection and expansion vertices as $V_{d}=V_{e}-V_{r}$ and set TranslationFlag to True. If
$\operatorname{SAD}\left(V_{e}\right)<\operatorname{SAD}\left(V_{\min }\right)$, set $V_{\min }=V_{e}$. Go back to Step 2 with $K=K+1$.
(iii) If $\operatorname{SAD}\left(V_{e}\right) \geq \operatorname{SAD}\left(V_{r}\right)$, then expansion was not successful. Update the current triangle by replacing $V_{h}$ by $V_{r}$. If $\operatorname{SAD}\left(V_{r}\right)<\operatorname{SAD}\left(V_{\min }\right)$, set $V_{\text {min }}=V_{r}$. Go back to Step 2 with $K=K+1$.

Step 5 (contraction). (i) If the current level is 0 , then no more contractions can be done. In this case, terminate the search. Otherwise, contract the triangle by reducing the triangle level. Update the current triangle, set $K=K+1$, and go to Step 2 .

Step 6 (translation). (i) Find a new vertex, $V_{t}$, by translating $V_{l}$ using $V_{t}=V_{l}+V_{d}$ and calculate $\operatorname{SAD}\left(V_{t}\right)$. (ii) If $\operatorname{SAD}\left(V_{t}\right)<\operatorname{SAD}\left(V_{l}\right)$, then translation was successful; replace $V_{l}$ by $V_{t}$, set $K=K+1$, and go back to Step 6 if the termination conditions are not met; otherwise stop the search. If $\operatorname{SAD}\left(V_{l}\right)<\operatorname{SAD}\left(V_{\min }\right)$, set $V_{\min }=V_{l}$.
(iii) If $\operatorname{SAD}\left(V_{t}\right) \geq \mathrm{SAD}\left(V_{l}\right)$, then translation was not successful; set $V_{l}$ as the origin of the next search triangle, TranslationFlag to False, and $K=K+1$. Continue from Step 2 .

## Termination conditions

The search is terminated if
(i) no more successful contraction operations are possible;
(ii) the number of search iterations reaches a prespecified limit $K$ max;
(iii) the value of SAD becomes less than a prespecified threshold ExitSAD.

Algorithm 1
successful reflection. In the reflected triangle $\mathrm{SAD}\left(V_{7}\right)$ is the maximum error. Further, $\operatorname{SAD}\left(V_{10}\right)>\operatorname{SAD}\left(V_{8}\right)$ so $V_{8}$ remains the minimum point and $V_{\min }$ is not updated. The new triangle becomes T15.

## (6) Reflection

Expansion is not successful, so reflection is attempted by reflecting $V_{7}$ to $V_{11}$. Since $\operatorname{SAD}\left(V_{11}\right)<\operatorname{SAD}\left(V_{8}\right)<\operatorname{SAD}\left(V_{7}\right)$, the reflection was successful and also $V_{\min }$ is updated to $V_{11}$. The new triangle becomes T12.

## (7) Contraction

Expansion and reflection are not successful and thus contraction is attempted. Based on Table 2, T12 is contacted to T00. In the new triangle, $\operatorname{SAD}\left(V_{12}\right)$ is the lowest and is also lower than $\operatorname{SAD}\left(V_{\min }\right)$. Thus $V_{\min }$ is updated to $V_{12}$.

## (8) Exit

An additional reflection does not lead to lower values for SAD. In addition, it is not possible to contract to a lower level. The algorithm will exit with the location of the minimum SAD value in $V_{\text {min }}$.

## 5. PERFORMANCE ANALYSIS

The FTS was integrated as part of the JVT/H. 264 reference encoder. The technique was compared with the NTSS [12], FS, DS [16], and HS [14] algorithms. NTSS is well known for its simplicity while DS and HS are well known for their low computation requirements.

For purposes of comparison, scenes with different kinds of movement have been used. The QCIF ( $176 \times 144$ pixels) and CIF ( $352 \times 288$ pixels) sequences were used. Except


Figure 4: Relation between the FTS operations: reflection, expansion, translation, contraction, and triangle levels.


Figure 5: Example of a search pattern using FTS.
for the search algorithm, all other encoding parameters were kept fixed. These parameters include
(i) macroblock size $(16 \times 16)$;
(ii) same search area size $(16 \times 16)$;
(iii) same rate control algorithm;
(iv) motion vector prediction;
(v) early exit condition parameters $K$ max and ExitSAD. In all the simulations, these parameters were chosen to be $K \max =25$ and ExitSAD $=0$;
(vi) same number of I and $P$ frames.

The comparison criteria were chosen to be the average number of block matching evaluations to evaluate computational complexity, the compression ratio to evaluate efficiency, and the peak signal-to-noise ratio (PSNR) between the original frames and the reconstructed frames to evaluate quality.

Table 3 lists the average number of block matching comparisons per frame obtained. As can be seen, the average
number of block matching comparisons required by the FTS is less than that of the NTSS, FS, DS, or HS. As the average number of block matching comparisons is an indication of the computation complexity, and thus the speed of the algorithm, the results obtained confirmed that the FTS is faster than any of the other three techniques.

The compression ratio results in Table 4 indicate that the FTS produced slightly less compression ratio than the FS and comparable results with those obtained with the DS, HS, and NTSS. In all cases, the difference in compression ratio was within $\pm 1 \%$, which is almost negligible given the reduction achieved in the amount of computation.

The average PSNR results are presented in Tables 5 and 6. As expected, with rate control off all algorithms give similar PSNR values in Table 5. The PSNR values are also very close for all algorithms in Table 6. Figure 6 shows the changes of PSNR at different bit rates while Figure 7 displays the PSNR values for each frame.

From Figure 6, it can be seen that the performance of the FTS is comparable with that of the other algorithms except for the FS. For a qualitative comparison, Figure A. 1 shows frames reconstructed from compressed ones using the different BMAs. The visual difference is hardly noticeable. It can be inferred from Tables 5 and 6 and Figures 6 and 7 that the PSNR values obtained using the FTS are comparable with those of the NTSS, DS, and HS and are very close to those of the FS.

From the above comparison, it is clear that the compression ratios, as well as the average PSNR and visual quality of the reconstructed frames using the FTS, NTSS, DS, HS, and FS, are not significantly different. This indicates that the significant reduction in the computational complexity obtained using the FTS did not come at the expense of deterioration in visual quality or compression efficiency.

## 6. DISCUSSION

The simulation results showed that the FTS is capable of producing almost the same compression ratio and PSNR results as other fast block matching algorithms while reducing the number of block matching computations by around $30-60 \%$ depending on the video sequence (Table 7). Further, results indicate that the FTS works well for both slow and fast sequences (see Figure 8). This promising performance of the FTS motivated the implementation of FTS using FPGAs which will be presented in [33].

The performance improvements of the FTS over existing algorithms are related to the following features of the algorithm.
(i) Each reflection operation moves the triangle away from positions of large error using only one SAD calculation while most other fast algorithms require several SAD calculations for each search iteration.

Table 3: Average number of block matching per macroblock.

| Sequence | FS | NTSS | DS | HS | FTS |
| :---: | :---: | :---: | :---: | :---: | :---: |
| QCIF resolution ( $176 \times 144$ ) |  |  |  |  |  |
| Miss America | 1089 | 20.00 | 14.76 | 12.65 | 9.04 |
| Akyio | 1089 | 17.34 | 12.24 | 11.26 | 6.51 |
| News | 1089 | 17.49 | 12.42 | 11.35 | 6.83 |
| Silent | 1089 | 17.67 | 12.59 | 11.46 | 7.23 |
| Coastguard | 1089 | 18.15 | 12.70 | 11.73 | 7.37 |
| Foreman | 1089 | 19.11 | 13.62 | 12.26 | 8.20 |
| Carphone | 1089 | 19.33 | 14.11 | 12.60 | 8.44 |
| Stefan | 1089 | 19.03 | 13.6 | 12.36 | 8.33 |
| CIF resolution ( $352 \times 288$ ) |  |  |  |  |  |
| Coastguard | 1089 | 18.38 | 12.9 | 11.86 | 7.37 |
| Container | 1089 | 18.69 | 13.55 | 12.02 | 7.32 |
| Foreman | 1089 | 20.37 | 15.09 | 13.36 | 9.32 |
| Paris | 1089 | 17.73 | 12.59 | 11.52 | 7.06 |
| Stefan | 1089 | 21.07 | 15.60 | 13.69 | 9.30 |

Table 4: Compression ratio (no rate control).

| Sequence | FS | NTSS | DS | HS | FTS |
| :---: | :---: | :---: | :---: | :---: | :---: |
| QCIF resolution ( $176 \times 144$ ) |  |  |  |  |  |
| Miss America | 279.67 | 279.19 | 276.33 | 278.67 | 280.37 |
| Akyio | 312.43 | 312.50 | 312.91 | 313.16 | 313.00 |
| News | 105.21 | 105.14 | 105.17 | 105.34 | 104.85 |
| Silent | 91.64 | 91.39 | 91.60 | 91.40 | 91.38 |
| Coastguard | 38.54 | 38.50 | 38.50 | 38.51 | 38.42 |
| Foreman | 54.42 | 54.82 | 54.60 | 54.49 | 54.70 |
| Carphone | 49.90 | 49.91 | 49.86 | 49.75 | 49.89 |
| Stefan | 13.84 | 13.80 | 13.80 | 13.77 | 13.70 |
| CIF resolution ( $352 \times 288$ ) |  |  |  |  |  |
| Coastguard | 413.36 | 413.69 | 414.13 | 413.40 | 413.63 |
| Container | 31.94 | 31.97 | 31.96 | 31.97 | 31.96 |
| Foreman | 174.38 | 173.47 | 173.88 | 173.54 | 173.34 |
| Paris | 68.61 | 68.20 | 67.95 | 67.03 | 67.32 |
| Stefan | 64.37 | 64.24 | 64.22 | 64.15 | 64.04 |

Table 5: Average PSNR (no rate control).

| Sequence | FS | NTSS | DS | HS | FTS |
| :---: | :---: | :---: | :---: | :---: | :---: |
| QCIF resolution ( $176 \times 144$ ) |  |  |  |  |  |
| Miss America | 39.62 | 39.63 | 39.63 | 39.64 | 39.61 |
| Akyio | 37.80 | 37.79 | 37.77 | 37.77 | 37.77 |
| News | 36.26 | 36.26 | 36.23 | 36.24 | 36.25 |
| Silent | 35.45 | 35.46 | 35.47 | 35.47 | 35.47 |
| Coastguard | 33.85 | 33.86 | 33.86 | 33.85 | 33.86 |
| Foreman | 34.93 | 34.91 | 34.90 | 34.90 | 34.90 |
| Carphone | 36.03 | 36.02 | 36.01 | 35.99 | 35.98 |
| Stefan | 33.76 | 33.76 | 33.76 | 33.75 | 33.76 |
| CIF resolution ( $352 \times 288$ ) |  |  |  |  |  |
| Coastguard | 39.31 | 39.30 | 39.31 | 39.31 | 39.32 |
| Container | 34.32 | 34.30 | 34.3 | 34.30 | 34.29 |
| Foreman | 35.54 | 35.53 | 35.53 | 35.53 | 35.52 |
| Paris | 35.89 | 35.89 | 35.87 | 35.86 | 35.87 |
| Stefan | 35.11 | 35.12 | 35.11 | 35.12 | 35.12 |

Table 6: Average PSNR (with rate control enabled).

| Sequence | FS | NTSS | DS | HS | FTS |
| :---: | :---: | :---: | :---: | :---: | :---: |
| QCIF resolution (176×144) |  |  |  |  |  |
| Miss America | 44.16 | 44.14 | 44.12 | 44.14 | 44.15 |
| Akyio | 45.39 | 45.40 | 45.41 | 45.38 | 45.44 |
| News | 39.14 | 39.14 | 39.13 | 39.14 | 39.21 |
| Silent | 37.96 | 37.98 | 37.95 | 37.96 | 37.94 |
| Coastguard | 31.51 | 31.49 | 31.48 | 31.49 | 31.47 |
| Foreman | 36.84 | 36.85 | 36.84 | 36.83 | 36.85 |
| Carphone | 38.16 | 38.13 | 38.14 | 38.13 | 38.13 |
| Stefan | 28.55 | 28.50 | 28.51 | 28.50 | 28.46 |
| CIF resolution ( $352 \times 288$ ) |  |  |  |  |  |
| Coastguard | 43.36 | 43.35 | 43.36 | 43.35 | 43.33 |
| Container | 32.61 | 32.61 | 32.60 | 32.60 | 32.59 |
| Foreman | 36.46 | 36.46 | 36.45 | 36.46 | 36.44 |
| Paris | 35.82 | 35.77 | 35.74 | 35.68 | 35.72 |
| Stefan | 35.07 | 35.08 | 35.01 | 35.04 | 34.97 |


(a) Miss America

(c) Foreman


$$
\begin{array}{ll}
- \text { FS } & \rightarrow \text { HS } \\
-\cdots \text { NTSS } & -\cdots-\times \text { FTS } \\
\curvearrowleft \text { DS } &
\end{array}
$$

(b) News

(d) Stefan

Figure 6: PSNR versus bit rate.


Figure 7: PSNR value per frame.

Table 7: FTS computational improvement percentage.

| Sequence | Number of <br> block matching | Percentage improvement with <br> respect to other algorithms |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Miss America | FTS | NTSS | DS | HS |
| Akyio | 9.04 | $54.80 \%$ | $38.75 \%$ | $28.54 \%$ |
| News | 6.51 | $62.46 \%$ | $46.81 \%$ | $42.18 \%$ |
| Silent | 6.83 | $60.95 \%$ | $45.01 \%$ | $39.82 \%$ |
| Coastguard | 7.23 | $59.08 \%$ | $42.57 \%$ | $36.91 \%$ |
| Foreman | 7.37 | $59.39 \%$ | $41.97 \%$ | $37.17 \%$ |
| Carphone | 8.20 | $57.09 \%$ | $39.79 \%$ | $33.12 \%$ |
| Stefan | 8.44 | $56.34 \%$ | $40.18 \%$ | $33.02 \%$ |



Figure 8: Average number of block matching per macroblock for each algorithm.
(ii) Expansion operations speed up the search by increasing the search step and thus avoiding unnecessary intermediate SAD calculations. The contraction operation reduces the search step to achieve a higher resolution.
(iii) The translation operation is useful when a change of location is detected during the search. The FTS uses the translation operation if a successful expansion follows a successful reflection in which case the chosen direction of expansion may yield a better minimum point.
These operations provide the FTS with excellent search flexibility. Further, the reflection operation can help to avoid local minima.

The use of predefined triangle sets, as shown in Figure 1, leads to the following important features of the FTS.
(i) FTS is optimized for an integer grid and for performing all operations using integer calculations.


Figure A.1: Reconstructed frame number 255 for Foreman QCIF.
(ii) Most of the calculations are predefined in look-up tables, which can easily be accessed during the search process. This comes at a price of having to store approximately 2008 -bit numbers, which is very insignificant given current advances in memory sizes and the total memory needed by the encoder.
(iii) Search triangles are predefined and, consequently, it is not possible for two or three vertices to coincide and thus, the triangle cannot collapse to a line or point.
(iv) The flow control and exit conditions of the FTS are robust.

## 7. CONCLUSIONS

A new block matching technique referred to as the FTS has been introduced. This new technique is based on the simplex optimization technique and is adapted for a discrete grid. The FTS uses a set of triangles of different sizes to perform the operations of reflection, ex-
pansion, contraction, and translation. These operations enable the FTS to quickly change the search direction, switch between coarser and finer searches, and quickly move towards a minimum point. The proposed technique has been implemented as part of an H. 264 encoder and compared with some other popular BMA algorithms. Results indicate that the proposed technique requires significantly fewer block matches than other fast BMA algorithms without any reduction in the compression ratio or deterioration of the visual quality of the reconstructed frames.

## APPENDIX

Tables A. 1 and A. 2 present all posible reflections and expansions for level 1 and 2 triangles, respectively.

In Figure A.1, the original frame 255 of the 'Foreman' sequence and the reconstructed frames using different algorithms are presented for comparison. A flowgraph of the FTS algorithm is illustrated in Figure A.2.

Table A.1: Possible reflections and expansions of level 1 triangles.

|  |  | Results of $V_{0}$ <br> reflection <br> around $V_{A}, V_{B}$ |  | Expansion of $V_{0}$ reflectionvertex |  | Results of $V_{A}$ <br> reflection <br> around $V_{0}, V_{B}$ |  | Expansion of $V_{A}$ reflectionvertex |  | Results of $V_{B}$ <br> reflection <br> around $V_{0}, V_{A}$ |  | Expansion of $V_{B}$ reflectionvertex |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Curr <br> trian <br> level |  | New triangle, level 1 | Origin <br> shift <br> $V_{0}$ | Test <br> point <br> $V_{e}$ | New <br> triangle, <br> level 2 | New <br> triangle, <br> level 1 | Origin <br> shift <br> $V_{0}$ | Test <br> point <br> $V_{e}$ | New <br> triangle, <br> level 2 | New <br> triangle, <br> level 1 | Origin <br> shift <br> $V_{0}$ | Test <br> point <br> $V_{e}$ | New <br> triangle, <br> level 2 |
| T10 | ${ }_{V_{0}} \Delta_{V_{B}}$ | T13 | $(3,-2)$ | $(5,-3)$ | T23 | T15 | $(0,0)$ | $(-3,-3)$ | T25 | T11 | $(0,0)$ | $(1,4)$ | T21 |
| T11 | ${ }^{V_{0}} \nabla_{V_{A}}^{V_{B}}$ | T14 | $(3,2)$ | $(5,3)$ | T24 | T10 | $(0,0)$ | $(1,-4)$ | T20 | T12 | $(0,0)$ | $(-3,3)$ | T22 |
| T12 | ${ }_{V_{A}}^{V_{0}} \triangle_{V_{B}}$ | T15 | $(0,4)$ | $(0,6)$ | T25 | T11 | $(0,0)$ | $(4,-1)$ | T21 | T13 | $(0,0)$ | (-4, -1) | T23 |
| T13 | $\underset{V_{B}}{V_{A}} \nabla_{0}^{V_{0}}$ | T10 | $(-3,2)$ | $(-5,3)$ | T20 |  | $(0,0)$ | $(3,3)$ | T22 | T14 | $(0,0)$ | $(-1,-4)$ | T24 |
| T14 | ${ }_{V_{0}} \Delta_{V_{B}} V_{V_{A}}$ | T11 | $(-3,-2)$ | $(-5,-3)$ | T21 |  | $(0,0)$ | $(-1,4)$ | T23 | T15 | $(0,0)$ | $(3,-3)$ | T25 |
| T15 | $\underset{V_{0}}{V_{B}} \nabla_{A}^{V_{A}}$ | T12 | $(0,-4)$ | $(0,-6)$ | T22 |  | $(0,0)$ | $(-4,1)$ | T24 | T10 | $(0,0)$ | $(4,1)$ | T20 |

Table A.2: Possible reflections and expansions of level 2 triangles.

|  |  | Results of $V_{0}$ <br> reflection <br> around $V_{A}, V_{B}$ |  | Expansion of $V_{0}$ reflectionvertex |  | Results of $V_{A}$ <br> reflection <br> around $V_{0}, V_{B}$ |  | Expansion of $V_{A}$ reflectionvertex |  | Results of $V_{B}$ <br> reflection <br> around $V_{0}, V_{A}$ |  | Expansion of $V_{B}$ reflectionvertex |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Curr <br> trian <br> level |  | New <br> triangle, <br> level 2 | Origin <br> shift <br> $V_{0}$ | Test <br> point <br> $V_{e}$ | New <br> triangle, <br> level 3 | New <br> triangle, <br> level 2 | Origin <br> shift <br> $V_{0}$ | Test <br> point <br> $V_{e}$ | New <br> triangle, <br> level 3 | New <br> triangle, <br> level 2 | Origin <br> shift <br> $V_{0}$ | Test <br> point <br> $V_{e}$ | New <br> triangle, <br> level 3 |
| T20 | ${ }_{V_{0}} \Delta_{V_{A}}$ | T23 | $(6,-4)$ | $(8,-5)$ | T33 | T25 | $(0,0)$ | $(-4,-4)$ | T35 | T21 | $(0,0)$ | $(2,5)$ | T31 |
| T21 | ${ }_{\substack{0 \\ V_{0} \\ V_{A} \\ V_{B}}}$ | T24 | $(6,4)$ | $(8,5)$ | T34 | T20 | $(0,0)$ | $(2,-5)$ | T30 | T22 | $(0,0)$ | $(-4,4)$ | T32 |
| T22 | $V_{A}{ }_{V_{A}}^{V_{0}} V_{B}$ | T25 | $(0,8)$ | $(0,9)$ | T35 | T21 | $(0,0)$ | $(6,2)$ | T31 | T23 | $(0,0)$ | $(-6,-2)$ | T33 |
| T23 | $V_{A}^{V_{A}} \nabla_{B}^{V_{0}}$ | T20 | $(-6,4)$ | $(-8,5)$ | T30 | T22 | $(0,0)$ | $(4,4)$ | T32 | T24 | $(0,0)$ | $(-2,-5)$ | T34 |
| T24 | ${ }_{V_{0}}^{V_{B}} \triangle_{V_{A}}$ | T21 | $(-6,-4)$ | $(-8,-5)$ | T31 | T23 | $(0,0)$ | $(-2,5)$ | T33 | T25 | $(0,0)$ | $(4,-4)$ | T35 |
| T25 | $\underset{V_{0}}{V_{B}} \nabla^{V_{A}}$ | T22 | $(0,-8)$ | $(-8,5)$ | T32 |  | $(0,0)$ | $(-6,2)$ | T34 | T20 | $(0,0)$ | $(6,-2)$ | T30 |



Figure A.2: Flowgraph of the FTS algorithm.
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