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This paper presents a novel method to recognize inharmonic and transient bird sounds efficiently. The recognition algorithm
consists of feature extraction using wavelet decomposition and recognition using either supervised or unsupervised classifier. The
proposed method was tested on sounds of eight bird species of which five species have inharmonic sounds and three reference
species have harmonic sounds. Inharmonic sounds are not well matched to the conventional spectral analysis methods, because
the spectral domain does not include any visible trajectories that computer can track and identify. Thus, the wavelet analysis was
selected due to its ability to preserve both frequency and temporal information, and its ability to analyze signals which contain
discontinuities and sharp spikes. The shift invariant feature vectors calculated from the wavelet coefficients were used as inputs of
two neural networks: the unsupervised self-organizing map (SOM) and the supervised multilayer perceptron (MLP). The results
were encouraging: the SOM network recognized 78% and the MLP network 96% of the test sounds correctly.

Copyright © 2007 Arja Selin et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

1. INTRODUCTION

Nearly all birds make different kinds of sounds which are
used in communication with other conspecifics and also
between different species. Sounds are only produced when
needed, and so all the sounds have some meaning [1, 2].
Most sounds are produced by the syrinx, which is the avian
vocal organ [3]. In most species the syrinx is bipartite, so
the bird can produce two notes simultaneously [4, 5]. Bird
sounds can be tonal or inharmonic, which is one way to di-
vide the bird species into groups. Inharmonic sounds are
often transient and their frequency contents are very near
each other. Bird vocalization contains both songs and calls.
Calls are shorter and simpler than songs, and both sexes pro-
duce them throughout the year. It seems that most birds have
from 5 to 15 distinct calls, and the functions of them can
be, for example, flight, alarm, excitement, and so on. Some
birds can have several different calls for the same function,
whereas some birds use very similar calls in different circum-
stances to mean different things. In addition, in many species
there is high individual and regional variability in phrases
and song patterns [6–9]. Thus, two kinds of bird sound vari-
ability have to be taken into account in the classification.
One is the variation of different sound types and another is
the variation across geographic regions and among individ-
uals.

Human ear and brain constitute an effective voice recog-
nition system. For the human ear it is relatively easy to notice
even subtle differences in sounds, whereas for the computer
the recognition task is much more difficult. In bird sound
research, the typical methods of classification have been lis-
tening and visual assessment of spectrograms. However, hu-
man decision is always subjective. So, the automatization of
this classification process would be an important new tool
for bioacoustic research [10]. Automatic classification of-
fers new possibilities for the identification of vocal groups of
birds, and may also give new tools for the classification of the
sounds of other animals.

Classification of bird sounds has been studied a lot and its
application range includes, for example, bird census and tax-
onomy [11–13]. Nevertheless, only a few studies exist where
the identification of bird species by their sound is made
automatically [14–19]. Most of these studies, for example,
[14, 17], have focused on tonal and harmonic sounds, and
are based on conventional spectral analysis methods. These
methods are not well matched to inharmonic and transient
sounds. In [19] inharmonic bird sounds have been classified
using 19 low-level parameters of syllables. It seems, however,
that the number of parameters is probably too high for an
efficient recognition algorithm.

The aim of our study was to develop a computationally
effective recognition method for inharmonic bird sounds,



2 EURASIP Journal on Advances in Signal Processing

and to investigate the applicability of the wavelet analysis for
this task. The wavelet analysis has gained a great deal of atten-
tion in the field of digital signal processing [20]. It has many
advantages, for example, its ability to find out both frequency
and temporal information, and to analyze signals which con-
tain discontinuities and sharp spikes. These properties are
appropriate for inharmonic and transient bird sounds. In the
wavelet packet transform the original signal is converted into
wavelet coefficients. The orthogonal wavelet packets can be
designed by hierarchical association of PR (perfect recon-
struction) paraunitary filter banks [21]. Because the number
of the coefficients is usually large after the decomposition and
because using all wavelet coefficients as features will often
lead to inaccurate results, the extraction of the most impor-
tant features is essential. The feature extraction from wavelet
coefficients has been studied, for example, in [22, 23]. In spite
of the many advantages of the wavelet transform, it also has
a disadvantage: it is time dependent. To avoid this problem,
four shift invariant parameters were used as features in this
study.

Artificial neural networks (ANNs) are being applied to
pattern recognition and have successfully been used in the
automated classification of acoustic signals including animal
sounds [24–27]. The ANNs have also been used in the clas-
sification and recognition of bird sounds [28–30]. In this
study, two commonly known neural networks, the unsuper-
vised self-organizing map (SOM) and the supervised multi-
layer perceptron (MLP), were selected as the classifiers due
to their ability to compensate discrepancies among the data.
The distinguishability of bird species was first examined with
the SOM, which is essentially a clustering algorithm, and af-
ter that the sound data was classified using the MLP.

2. METHODS

The model of the whole recognition process is presented in
Figure 1. During the preprocessing the noise was reduced
from the soundtracks. Then the soundtracks were segmented
into smaller pieces which are called sounds in the sequel.
During the postprocessing the sounds were checked manu-
ally. All the sounds were decomposed into the wavelet co-
efficients using the wavelet packet decomposition (WPD).
The features were calculated from these wavelet coefficients
and the feature vectors were composed. The feature vectors
of the training data were introduced to the MLP and the
SOM networks during the training phase. Finally, both net-
works were tested on separate testing data and the recog-
nition results were examined. Altogether, the phases of the
recognition process were automatic, except the checking of
the sounds, which was made manually.

2.1. Preprocessing, segmentation, and postprocessing

During the preprocessing the zero mean data was normal-
ized in the range [−1, 1], and the low-frequency wind noise
was reduced using a long moving average filter. Because the
noise level varied a lot between the sound tracks, the noise
threshold level was calculated adaptively from long-term
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Figure 2: The noise reduction using the filter bank.

mean energy value during the segmentation. The sound-
tracks were extracted automatically into smaller pieces iden-
tifying the beginning and ending of each call. The soundtrack
was clipped if the onset of the sound exceeded the adaptive
threshold level and the end of the sound dropped under that
threshold value.

During the postprocessing the interfering broadband
noise was reduced from the sound signal, s, using the eight-
band filter bank (cf. Figure 2).

The outputs s̃i(n) from the thresholding blocks were cal-
culated as

s̃i(n) =
⎧⎨
⎩
0 if si(n) < Th0,

sgn
(
si(n)

)(∣∣si(n)∣∣− Th0
)

else

for i = 1, . . . , 8,

(1)

where the threshold value Th0 was defined as 2 times the
standard deviation of the output s8 after preliminary tests.
Reduction of the noise emphasized the essential informa-
tion of the bird sound. At the end of the postprocessing all
sounds were checked manually and verified consistently. A
few sounds were recorded in a very noisy environment or
they were in inseparable groups, and were therefore rejected
during the manual checking.

2.2. Wavelet packet decomposition

The wavelet packet analysis was used for the signal decompo-
sition [31, 32]. In the WPD the signal s is split into approxi-
mation (A) and detail (D) parts. Due to the downsampling,
aliasing occurs in the WPD tree. This aliasing changes the
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Figure 3: The symmetric wavelet decomposition tree. The grey bins are used in the proposed method.

frequency order of some branches of the tree [33]. The sym-
metric wavelet decomposition tree is illustrated in Figure 3,
where the WPD tree is put in an increasing frequency order
from the left to the right.

The preliminary tests showed that the best decomposi-
tion level (N) was six. Thus, the signal swas split into 26 = 64
parts, which are called bins in the sequel. The bin number 1
contained so low frequencies that proved to be irrelevant for
the recognition. Because the bins 33–64 also proved to be ir-
relevant, the wavelet coefficients were calculated from bins
2–32 marked grey in Figure 3.

There are several wavelet families that have proved to
be particularly usable [34]. The Daubechies wavelet family
(dbN) was selected, because in it both scaling and wavelet
functions are compactly supported and they are orthogo-
nal. The 10 dB was selected for the wavelet function, because
the preliminary tests showed that it compromised the best
decomposition results of the tested alternatives with the se-
lected bird sounds.

2.3. Features

As mentioned before, the main disadvantage of the wavelet
transform is its time dependence. That is why the four shift
invariant parameters were selected as features. These four
features, maximum energy, position, spread, and width are il-
lustrated in Figure 4.

The number of the WPD coefficients of each bin is de-
noted as nc. The bin energy EB(r) of the wavelet coefficients
c of bin r was defined as

EB(r) =
nc∑
n=1

c2(n, r), r = 2, 3, . . . , 32, (2)

and the average energy ẼB(r) of each bin r was defined as

ẼB(r) = EB(r)
nc

. (3)

The largest average energy value

Em = max
r

(
ẼB(r)

)
(4)

was then searched, and it is called themaximum energy Em of
the sound. The position P represents the number of the bin r,
in which the maximum energy was located.

The spread S was calculated as

S = 1
#J

∑
(q,r)∈J

c2(q, r), (5)
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Figure 4: The four shift invariant features: maximum energy, po-
sition, spread, and width. The larger absolute values of the wavelet
coefficients are presented with the darker color.

where q is the number of the sample and r is the number of
the bin. J is a set of index pairs (q, r) for which c2(q, r) >
Th1(r). In (5) #J is the number of elements (cardinality) of
the set J . So, the spread S is a sum of the average energies of
those coefficients whose energy exceeded the threshold value
Th1. After the preliminary test with the data the threshold
value Th1(r) was calculated as

Th1(r) = ẼB(r)
6

(6)

from the average energy ẼB(r) of bin r.
The fourth feature, the width W represents the number

of bins which satisfy the inequality

EB(r) > Th2, (7)

where the threshold value Th2 was selected as 1.3 after pre-
liminary tests with the data.

Finally all four features were normalized, in order to be
comparable with one another. The normalization levels were
defined after preliminary tests with the data. The maximum
energy Em was normalized as

Ẽm = Em
nB

, (8)
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Table 1: Selected set of bird sounds used in this study.

Scientific abbr. Scientific name English name Sound type MLP training SOM training Testing

ANAPLA Anas platyrhynchos Mallard Inharmonic 138 113 60

ANSANS Anser anser Greylag goose Inharmonic 135 113 59

COTCOT Coturnix coturnix Quail Tonal 190 113 83

CRECRE Crex crex Corncrake Inharmonic 443 113 110

GLAPAS Glaucidium passerinum Pygmy owl Pure harmonic 113 113 48

LOCFLU Locustella fluviatilis River warbler Inharmonic 890 113 328

PICPIC Pica pica Magpie Inharmonic 203 113 97

PORPOR Porzana porzana Spotted crake Tonal 166 113 69

— — — — 2278 904 854

where nB is the number of the coefficients of the bin which
exceeded the Th1. The position P was normalized as

P̃ = P

2N/4
= P

16
. (9)

The spread S was normalized as

S̃ = S

100
(10)

and the widthW as

W̃ = W

20
. (11)

Thus, 31×nc WPD coefficients were reduced to four nor-
malized features: maximum energy Ẽm, position P̃, spread S̃,
and width W̃ . These four features formed the final feature
vector for recognition. The main reason for the normaliza-
tion was the SOM, which yields better recognition results if
the inputs are in the same scale. In addition, the training time
of the SOM network is shorter with normalized inputs.

2.4. Classifiers

Two commonly known neural networks, unsupervised self-
organizing map (SOM) [35] and supervised multilayer per-
ceptron (MLP) [36], were used as classifiers. The neural net-
works were selected due to their ability to compensate dis-
crepancies in the data. This is one way to deal with the in-
dividual and regional variability of bird vocalizations. The
motivation for using unsupervised and supervised networks
was to verify the predefined decisions of the supervised MLP
against the unsupervised SOM, and to compare their rela-
tive performance. In the SOM the four-dimensional data was
mapped into two-dimensional space. The SOM clusters the
data so that neighbouring clusters are quite similar, while
more distant clusters become increasingly diverse [35]. The
low and high variability between the sounds of the species
can be seen from the compactness of the clusters. Thus, in
this study the distinguishability of the species was first exam-
ined with the SOM, and after that the classification was made
with the MLP.

In the SOM training the calculated feature vectors were
introduced to a 10 × 10-size SOM network. The other sizes,
for example, 6 × 6, 8 × 8, and 12 × 12, of the network were
also tested. However, the chosen size yielded best recognition
results. The SOM network was trained for up to 3000 epochs
using the training data (cf. Table 1). The results did not im-
prove although the number of the epochs was changed.

After preliminary tests, the selectedMLP architecture was
4-15-40-3. Each output was finally rounded to 0 or 1, and
then three output bits of each sound were converted into
numbers 1–8, which was enough for classes of eight bird
sounds. The MLP network was trained for up to 65 epochs
and the mean square error goal was 0.0001. After the train-
ing, it became obvious that all the nodes, and the weighting
and bias parameters of the MLP network were needed, which
means that none of the outputs of the nodes was too close to
zero. Both networks were tested on separate testing data after
the training.

3. THE BIRD SOUNDDATA

Our main purpose was to study the efficient recognition of
inharmonic or transient bird sounds. The sampling rate of
the sound data, Fs, was 44.1 kHz and 16-bit accuracy was
used. The data was analyzed in theMatlab environment [37],
and the Wavelet Toolbox [34] was utilized. The idea was to
choose such bird species whose sounds are inharmonic and
sounds which resemble one another. This is the reason why
the inharmonic sounds of the mallard, the greylag goose, the
corncrake, the river warbler and the magpie were selected.
The sounds of the quail and the spotted crake are tonal, but
contain some transient features, for example, irregular pitch
period. The pure tonal territorial song of the male pygmy owl
was chosen as a reference sound.

In the classification, the variation of different sound types
in every species has to be taken into account by examin-
ing each sound type separately. That is why only one type
of call of each species was used in this study. However, sev-
eral types of calls of the greylag goose were included, be-
cause these calls are very similar to one another. Hence, it was
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tested how the greylag goose can be recognized using many
types of calls. In addition, a sufficient number of recordings
of those eight species was available quite easily and the qual-
ity of the recordings was sufficient. The data of the selected
eight species is summarized in Table 1. The table contains sci-
entific abbreviations and names, English names, and sound
types. Also the number of sounds in the training and testing
is indicated.

The sounds were recorded in Finland by Pertti Kali-
nainen, Ilkka Heiskanen, and Jan-Erik Bruun. There were
totally 3132 sounds which were divided into training data
(2278 sounds) and testing data (854 sounds). The training
and testing data were from different tracks. It turned out that
if there were the same number of training data of each group,
the SOM network yielded better results. Thus, in the case of
the SOM network the training data was reduced to 113 sam-
ples per species.

The typical spectrograms and corresponding wavelet co-
efficient figures of eight species that were used in this study
are presented in Figure 5. As can be seen, the wavelet trans-
form compresses the energy of the coefficients more than tra-
ditional Fourier transform in spectrograms. Only the very es-
sential information is preserved after the WPD.

4. RESULTS

4.1. Results using the SOM

The clustering result of the SOM network after training is
illustrated in Figure 6.

The areas marked with letters present how sounds of
each bird species were situated in the 10 × 10 SOM net-
work (cf. Section 2.4) after the overlapping nodes had been
analyzed. The SOM network was examined node by node
and the outliers were labelled. The species which had most
sounds in a particular node won and the possible other
sounds were classified as outliers. If two or more differ-
ent species had the same number of sounds in a particu-
lar node, all were classified as outliers. If no species won,
the node was classified as unspecified. If no sound is situ-
ated in the node, it was classified as empty node. Unspecified
nodes are marked with black color and empty nodes with
grey color in Figure 6. In the SOM, compact clusters rep-
resent the species with little variation between sounds, and,
respectively, the scattered clusters represent the species with
large variation. As it can be seen, for example, the test sounds
of the river warbler (R) form a compact and uniform area,
whereas the sounds of the greylag goose (G) spread out in a
broad area. The SOM clustered 87% of training sounds cor-
rectly.

The confusion matrix of Table 2 illustrates the recogni-
tion result of the SOM network after the trained network had
been tested on the test sounds. The rows of the confusionma-
trix show how each species is recognized. All the test sounds
of the river warbler (LOCFLU) were recognized correctly, as
can be seen from the diagonal of the matrix. Altogether, 7%
of the test sounds were unspecified and 15% were recognized
wrongly. It should be noticed that only 51% of the sounds of

the greylag goose were recognized correctly, and 23% of the
sounds were recognized unspecified. That might result from
the fact that several types of calls of the greylag goose were
included in the study. Altogether, 92 sounds of all 854 test
sounds were recognized wrongly. A total of 78% of the test
sounds were recognized correctly with the SOM network.

4.2. Results using theMLP

Table 3 contains the recognition result of the MLP network.
All the test sounds of the quail (COTCOT) and the spot-
ted crake (PORPOR) were recognized correctly. Again, the
recognition result of the sounds of the greylag goose was
poor, and the reason might be the same as with the SOM
network. Twenty-four sounds of all the test sounds were rec-
ognized wrongly. Altogether, 96% of the test sounds of the
eight bird species were recognized correctly with the MLP
network.

5. DISCUSSION AND CONCLUSIONS

Our purpose was to study how inharmonic and transient
bird sounds can be recognized efficiently. The results of this
study are very encouraging. The results indicate that it is pos-
sible to recognize bird sounds of the test species using neural
networks with only four features calculated from the wavelet
packet decomposition coefficients.

Segmentation plays an important role in sound recogni-
tion, because incorrectly segmented sounds will probably be
classified wrongly. In most cases, segmentation is the most
complicated and challenging part of the whole recognition
process. However, it is quite difficult to make it totally au-
tomatic. Noise reduction goes hand in hand with successful
segmentation. The segmentation is even more difficult if the
sound tracks are very noisy. In this study the segmentation
and noise reduction were implemented so that the original
sound information of the target species remained as intact
as possible. After the automatic segmentation, all the sounds
were checked manually. The noise reduction was done using
an eight-band filter bank, which reduced the irrelevant noise
information and emphasized the essential information of the
bird sound. The main purpose of the preprocessing was to
control the signal quality so that all sounds were comparable
with each other.

The selection of the wavelet function and the decomposi-
tion level are the most important phases of the WPD. In this
study the 10 dB was selected for the wavelet function and the
level of the decomposition was selected to be six after pre-
liminary testing. The preliminary tests were used because the
authors do not know any reliable algorithm for selecting the
wavelet function and the decomposition level properly. The
preliminary tests indicated that the 10 dB wavelet function
and the 6th decomposition level compromised the best de-
composition results with selected bird sounds.

The four features were calculated from the wavelet packet
decomposition coefficients. Many kinds of other features
were calculated from the coefficients and they were also
tested. However, the chosen four features: maximum energy,
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Figure 5: (a), (c), (e), (g), (i), (k), (m), and (o) typical spectrograms and (b), (d), (f), (h), (j), (l), (n), and (p) corresponding wavelet
coefficients of the eight species used in this study are presented. The frequency and bins are bounded to 11.025 kHz (Fs/4), because at the
higher frequencies there was no essential information. In the spectrograms the darker colors represent the higher energies of the sound.
Correspondingly, the larger absolute values of the coefficient are presented with the darker color in the adjacent wavelet coefficient figures.
The range of the coefficients is [−5, 5].

position, spread, and width, described and separated the
sounds of the eight bird species best.

The data of the eight bird species that was used in this
study was divided so that there were about 70% training data
and 30% testing data. Both networks, the SOM and the MLP,
were first trained and then tested on separate data. The train-

ing data contained very probably sounds of seven mallard,
nine graylag goose, three quail, eight corncrake, five pygmy
owl, two river warbler, six magpie, and three spotted crake
individuals. The testing data was selected from tracks dif-
ferent from the training data and it was also very probably
from different individuals. So, the testing data consisted of
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Table 2: The confusion matrix in percentage terms when using the SOM network.

% ANAPLA ANSANS COTCOT CRECRE GLAPAS LOCFLU PICPIC PORPOR Unspecified

ANAPLA 78 20 0 0 0 0 0 0 2

ANSANS 24 51 0 0 0 0 0 2 23

COTCOT 0 0 87 0 0 0 8 4 1

CRECRE 0 0 0 83 0 0 1 0 16

GLAPAS 0 15 0 0 75 0 0 0 10

LOCFLU 0 0 0 0 0 100 0 0 0

PICPIC 1 0 2 1 0 0 58 38 0

PORPOR 0 0 0 0 0 0 9 91 0

Table 3: The confusion matrix in percentage terms when using the MLP network.

% ANAPLA ANSANS COTCOT CRECRE GLAPAS LOCFLU PICPIC PORPOR

ANAPLA 98 2 0 0 0 0 0 0

ANSANS 2 83 1.7 5.1 1.7 5.1 1.7 0

COTCOT 0 0 100 0 0 0 0 0

CRECRE 1 2 0 96 0 0 1 0

GLAPAS 0 2 0 0 96 2 0 0

LOCFLU 0 0.3 0 0 0 99.7 0 0

PICPIC 0 0 5 1 0 0 94 0

PORPOR 0 0 0 0 0 0 0 100

P P P P A G G G G

P P G A A G A G G

P P P P G A A G A G

P P P G G A A G G

G Q G A A A A G
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P GLAPAS, pygmy owl
C CRECRE, corncrake
Q COTCOT, quail
G ANSANS, greylag goose
A ANAPLA, mallard

S PORPOR, spotted crake
M PICPIC, magpie
R LOCFLU, river warbler

Unspecified node
Empty node

Figure 6: The clustering result of the 10 × 10 SOM network after
training.

sounds of two mallard individuals, four graylag goose, two
quail, two corncrake, and two pygmy owl individuals, and
one river warbler, one magpie, and one spotted crake indi-
viduals.

In conclusion, the SOM classified 78% and the MLP 96%
of the test sounds correctly. After the testing of both net-
works, all wrongly recognized sounds were manually exam-
ined and labelled. The test result showed that 24 sounds were
recognized wrongly using the MLP network. In the SOM
network 39 of test sounds were unspecified and 92 sounds
were recognized wrongly. After plotting and examining all
the wavelet packet coefficient figures of the misrecognitions,
the reason for the most wrong recognitions became obvi-
ous. Firstly, the coefficient pattern of the misrecognitions was
shifted so that two features, the position and the width, were
strayed. Secondly, the wrong recognition resulted presum-
ably from false segmentation or low signal-to-noise ratio.

The proposed method provides quite a robust approach
to sound recognition, particularly to the inharmonic and
transient bird sounds. The variability among the bird sounds
within and between the species was taken into account us-
ing neural networks in the classification. The sounds of the
selected eight species vary only slightly. Also, the variation
across geographic regions was insignificant, because all the
sounds were recorded in Finland.

In conclusion, the results presented in this paper are very
encouraging. They indicated that it is possible to recognize
bird sounds using neural networks with only four features
calculated from the wavelet packet coefficients. Although the
neural networks have many benefits, such as their ability
to learn and therefore generalize the variability of the data,
there is a long way to go before the recognition system beats
the human ear. When using neural networks in the pattern
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classification, there has to be a fixed number of classes into
which activations are classified. Hence, the disadvantage of
the neural networks is the fixed number of output classes,
that is, closed set of species. When more species need to be
classified, the network has to be retrained all over again be-
fore it can be tested on a new set of birds.

Although the tested algorithms proved to be quite ro-
bust recognition methods for a limited set of birds, the pro-
posedmethod cannot beat a human expert listener. A human
expert listener can identify birds with almost 100% accu-
racy by using a priori knowledge and environmental or other
context-dependent information for classification, whereas
our proposed method uses only a short recording without
any other information. In [19] the inharmonic bird sounds
were recognized with nearest neighbor classifier using Maha-
lanobis distance measure with 74% accuracy, whereas in this
study the SOM classified 78% and the MLP 96% of the in-
harmonic bird sounds correctly. On the other hand, the re-
sults are quite incomparable to other methods, because the
test set of birds was limited and the features were calculated
differently.

The method tested in this study is intended for automatic
monitoring of birds that are living in a predefined area or
night time active birds or migratory birds whose probability
of existence is known beforehand. The continuous monitor-
ing of the same birds is costly and time-consuming. Thus, the
aid of automatic recognition in field workmight be desirable.
The algorithm must be fine-tuned in a way that it recognizes
the predefined and limited set of birds correctly either leaving
out or storing the uncertain or unknown sounds for manual
checking.

Automatic recognition presents a new method for iden-
tifying and differentiating bird species by their sounds, and
may offer new tools also for bird researchers. However, the
automatic recognition of bird species is by no means an easy
task. The fact that sounds and calls vary among species and
the same species might have many call types make automatic
recognition even more difficult. In this demanding task the
wavelet transform has proven to be an efficient method to be
taken into consideration.
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