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We investigate a power line communications (PLC) scheme that could be used to enhance the HomePlug 1.0 standard, specifically
its ROBO mode which provides modest throughput for the worst case PLC channel. The scheme is based on using a low-density
parity-check (LDPC) code, in lieu of the concatenated Reed-Solomon and convolutional codes in ROBO mode. The PLC channel
is modeled with multipath fading and Middleton’s class A noise. Clipping is introduced to mitigate the effect of impulsive noise. A
simple and effective method is devised to estimate the variance of the clipped noise for LDPC decoding. Simulation results show
that the proposed scheme outperforms the HomePlug 1.0 ROBO mode and has lower computational complexity. The proposed
scheme also dispenses with the repetition of information bits in ROBO mode to gain time diversity, resulting in 4-fold increase in
physical layer throughput.
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1. INTRODUCTION

Power line communications (PLC) have received increasing
attention due to the wide availability of power lines, even
though PLC face the challenge of harsh and noisy trans-
mission channels. HomePlug 1.0 is a current industry stan-
dard for PLC in North America [1]. It uses concatenated
Reed-Solomon (RS) and convolutional forward error correc-
tion (FEC) with interleaving for coding payload data and or-
thogonal frequency division multiplexing (OFDM) for mod-
ulation. HomePlug guarantees rates from 1–14Mbps for
the physical layer (PHY) throughput. The low-end 1Mbps
throughput is obtained when operating the robust-OFDM
(ROBO) mode over severely degraded channels. The goal of
this paper is to improve the low-end throughput. As we de-
scribe below, the throughput can be increased considerably
with no increase in complexity.

The convolutional decoder in ROBO mode performs
hard decision decoding. Recently, various studies have been
carried out to investigate the application of various powerful
FEC techniques with soft decision decoding, such as turbo
codes and low-density parity-check (LDPC) codes, to PLC
and reported promising results [2–4]. Ardakani et al. [2]
model the PLC channel by the concatenation of an addi-
tive white Gaussian noise (AWGN) channel with an erasure

channel. Umehara et al. [3] and Nakagawa et al. [4] use the
Middleton class A noise (AWCN) model [5] to simulate the
impulsive noise for the PLC channel. The Middleton class
A noise model has been shown in the literature to be valid
for impulsive noise in PLC (see, e.g, Häring and Vinck [6]).
However, most of the existing studies involving AWCN fo-
cus on investigating single carrier cases and/or do not con-
sider the effect of multipath fading. Multipath fading occurs
when a propagating signal is corrupted by reflections caused
by impedance mismatches. Ma et al. [7] examine the effects
of impulsive noise and multipath fading on OFDM for un-
coded signals. Most of these investigations are compartmen-
talized by looking at only selected aspects of PLC schemes.

Towards our aim of improving the HomePlug standard
ROBO mode, we take a more comprehensive approach by
studying the overall performance of OFDM with LDPC
codes over PLC channels modeled by both AWCN and mul-
tipath fading. We first assess the performance of OFDM over
the AWCN channel. It is observed that the time-frequency
transformation of OFDM spreads the AWCN across subcar-
riers, effectively transforming the AWCN into additive white
Gaussian noise (AWGN). In channels with severe impulsive
noise, however, noise clipping is used to improve error rate
performance. A simple and efficient method is devised to es-
timate the variance of the clipped noise for LDPC decoding.
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Figure 1: The HomePlug 1.0 Standard [1].

The method works remarkably well for highly impulsive
noises. We compare the performance of our proposed ap-
proach to that of HomePlug 1.0 by computer simulation. The
results show that our proposed approach outperforms the
HomePlug 1.0 ROBO mode, while the computational com-
plexity per decoded bit is reduced. Moreover, our approach
does not involve the repeated transmission of information
that is done in ROBO mode to gain time diversity; thus, in-
formation throughput in the physical layer is increased.

In Section 2, we provide a brief background on the
HomePlug 1.0 standard, LDPC codes, and AWCN. Section 3
examines the performance of various LDPC codes over an
AWCN channel. In Section 4, the performance of OFDM
over the AWCN channel is analyzed, a noise clipping rule
is described and a simple theoretical approximation of
the post-OFDM variance of the clipped noise is proposed.
Section 5 compares the simulation results of our proposed
approach and the HomePlug 1.0 ROBOmode, and discusses
issues of complexity, implementation and efficiency.

2. BACKGROUND

In this section, we provide a brief description of the Home-
Plug 1.0 standard, the encoding and decoding procedures for
LDPC codes, as well as the AWCNmodel for impulsive noise.

2.1. HomePlug 1.0 standard

In HomePlug 1.0, the PHY layer employs OFDM transmis-
sion. An overall block diagram of the HomePlug 1.0 stan-
dard is given in Figure 1. OFDM transmits information over
a number of subcarriers in parallel. It has the benefit of ro-
bustness to multipath and low-complexity equalization. In
cases where the channel is severely degraded, or where chan-
nel estimation has not been performed, the ROBO mode
is used. All 84 carriers are used for this mode. Differential
binary phase shift keying (DBPSK) modulation and con-
catenated RS and convolutional coding with interleaving are

applied. The RS code-rate ranges from 31/39 to 43/51 and
supports transmission blocks of 40 OFDM symbols. A block
interleaver is employed with the number of columns equal
to half the number of OFDM symbols. Convolutionally, en-
coded data is written by rows and read by columns with a
shift in starting row for each successive column read. The in-
terleaver is read four times to provide a copy code, with each
copy shifted in frequency by 21 (= 84/4) OFDM carriers.
This extensive time and frequency diversity enables robust
operation under hostile channel conditions. The bit repeti-
tion introduces extra redundancy that reduces the data rate
to 1/4 bit per carrier per OFDM symbol for the ROBOmod-
ulation.

2.2. LDPC codes

LDPC codes were originally introduced by Gallager in 1963
[8]. Gallager defines LDPC codes as those specified by a
sparse parity-check matrix H containing mostly 0’s and rela-
tively few 1’s, satisfying

x ·HT = 0, (1)

where x = (x0, x1, x2, . . . , xL−1) is the codeword vector. Each
column of H corresponds to a coded bit and each row of H
represents a parity-check sum. The location of a “1” in the
(i, j) position of H indicates that the jth coded bit is re-
quired for the ith parity check sum. The sparse matrix struc-
ture is especially suitable for iterative decoding algorithms.
It has been reported that, among various decoding methods
for LDPC codes, the sum-product algorithm (SPA) based on
probability propagation offers capacity-approaching perfor-
mance close to the more complex turbo codes [9]. SPA per-
forms iterative decoding through the passing of soft messages
in terms of likelihood ratios between the coded bits and the
check sums. The likelihood ratio is initialized as

LR = P
(
rn | xn = 1

)

P
(
rn | xn = 0

) , (2)

where rn and xn denote received sample and transmitted bit,
respectively. Equation (2) represents a channel reliability fac-
tor influenced by channel characteristics. SPA decoding al-
lows implementation for high data rates using fully parallel
processing, in which all code-bit messages or all check-sum
messages are computed concurrently. The selection of a suit-
able LDPC code for PLC is addressed below in Section 3. In
our simulation, an efficient MacKay’s algorithm for LDPC
decoding based on LR is adopted. In practice, a more nu-
merically stable algorithm using log likelihood ratio (LLR)
for LPDC decoding, such as [4], may be preferred.

2.3. AWCN

The received signal in single carrier systems is modeled as

rn = xn + zn, (3)

where xn is the transmitted signal and zn is the channel noise.
In the case of a normalized complex Middleton’s class A
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Figure 2: Probability density function of real component of AWCN
(A = 0.1, GIR = 0.1, σ2 = 1.3095).

noise, zn has the probability density function (pdf) given
by [5]

pz
(
zn
) =

∞∑

m=0

e−AAm

m!
· 1
2πσ2m

exp
(
−
∣
∣zn
∣
∣2

2σ2m

)
, (4)

with

σ2m = σ2
(
m/A + Γ

1 + Γ

)
, (5)

where A is the impulsive index which measures the average
number of impulses over the signal period, Γ (= σ2G/σ

2
I ) is

the Gaussian-to-impulsive power ratio (GIR) with Gaussian
noise variance σ2G, impulsive noise power (variance) σ2I , and
total variance σ2 = σ2G + σ2I . The Gaussian variance is deter-
mined by

σ2G =
1

2R
(
EbN0

) , (6)

where R is the code rate and Eb/No is the input signal-to-
noise ratio (SNR). In our simulation, a third-order approx-
imate pdf of a normalized complex AWCN is adopted (i.e.,
m = 0, 1, 2, 3) as an adequate representation of the theoret-
ical pdf. For highly impulsive channels (A < 1), the third-
order approximate pdf accounts for more than 99% of the
probability mass of the pdf in (4). Increasingm beyond 3 has
little impact on the results reported below. Equation (4) can
then be approximated by

pz(z) =
3∑

m=0

e−AAm

m!
· 1
2πσ2m

exp
(
−|z|

2

2σ2m

)
. (7)

Figure 2 shows the pdf of the real part of a typical AWCN. A
Gaussian pdf with the same total variance σ2 is also given. It

can be seen that the AWCN pdf has a narrower and higher
peak around zero and longer tails, as compared to the Gaus-
sian pdf with the same variance.

For most of the simulations presented in this paper, A
and GIR are both set to 0.1. These parameters correspond to
a “heavily disturbed environment” from field measurements
(see Ma et al. [7] and Zimmermann and Dostert [10]) and
commensurate with our goal of improving the ROBO mode
which is used in the hostile channel condition.

3. SELECTIONOF LDPC CODE

To select an LDPC code for PLC, we compare the perfor-
mance of different LDPC coding schemes. Six LDPC cod-
ing schemes are compared, namely, Euclidean geometry (EG)
code [11], random regular code (MacKay) [12], array code
[13], random irregular code (MacKay) [12], modified array
code [14], and optimized irregular code [15]. To assess the
robustness of these codes under severe impulsive noise con-
ditions, the candidate codes with a low code rate (≈ 0.51) and
a moderate length (2000) are assessed for single carrier sys-
tem over an AWCN channel with A = 0.1 and GIR = 0.001.
The initial likelihood ratio (2) for SPA decoding of a BPSK
signal, after incorporating (7), becomes

LR = P
(
rn | xn = +1

)

P
(
rn | xn = −1

)

=
∑3

m=0
(
e−AAm/m!

) · (1/√2πσm
)
exp
(−(rn − 1

)2
/2σ2m

)

∑3
m=0

(
e−AAm/m!

) · (1/√2πσm
)
exp
(−(rn + 1

)2
/2σ2m

) ,

(8)

where rn is the real component of the received signal. The re-
sults for a single carrier system are presented in Figure 3, as
bit error-rate (BER) versus signal-to-noise ratio (SNR) per-
formance. (The background Gaussian noise power is used to
calculate the SNR.)

It can be seen that the two random codes, regular and
irregular MacKay codes, and the irregular optimized codes
outperform others. This could be attributed to the more
random-like structure of the random codes and the opti-
mized code. Further, the random MacKay codes have the
least numbers of short cycles (of length 4, 6, and 8), which
are detrimental to proper decoding of an LDPC code. Among
these three codes, the regular MacKay code offers the best
performance, while the irregular optimized code shows an
error floor with increasing SNR. Consequently, most of the
results in the rest of this paper are for employing the regular
MacKay code.

4. IMPULSIVE NOISE ANALYSIS

4.1. OFDMover AWCN

PLC channels often provide multiple propagation paths to
the transmitted signal. OFDM is well suited for ameliorating
the frequency selectivity of multipath channels. However, as
we demonstrate below, OFDM performance can be severely
degraded by the presence of strongly impulsive noise. In this
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Figure 3: BER versus SNR for a single carrier system with LDPC
codes (code rate ≈ 0.51) over an AWCN channel (A = 0.1, GIR =
0.001).

section, we consider clipping the received OFDM signal as a
means to improve performance over AWCN channels. The
results in this section are for OFDM over AWCN channels
with no multipath fading.

The OFDM receiver’s FFT operation sums and spreads
impulses evenly over the range of frequencies. With a suf-
ficiently large FFT length, the FFT-transformed noise ap-
proaches a Gaussian distribution [16]. It should be noted
that, for N-point FFT, each frequency bin has noise due
to time-domain impulsive noise, which is a summation of
N-phase-modulated version of the original time-domain
AWCN. Therefore, in frequency-domain, it is still AWCN but
not as impulsive as the original time-domain AWCN. Its be-
havior is between AWGN and AWCN. While we have chosen
an encoder best suitable for AWCN, the above property al-
lows us to approximate decoding for an effective AWGN to
simplify the decoder. Simulation results justify this simplifi-
cation. The pdf of the frequency-domain noise Z can be ap-
proximated by a Gaussian distribution N (0, σ2Z) with vari-
ance

σ2Z =
1
N

N−1∑

n=0
σ2zn = σ2G

(
1 +

1
Γ

)
, (9)

where N is the FFT length. The subsequent LDPC decoding
then amounts simply to a straightforward LDPC-AWGN de-
coding. The channel likelihood ratio can be obtained as

LR = exp
(
2rn
σ2Z

)
= exp

(
2rn

σ2G(1 + 1/Γ)

)
. (10)
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Figure 4: BER versus SNR for single carrier and OFDM systems
with LDPC (3312, 1397) coding over AWCN channel (A = 0.1,
GIR = 0.1).

According to our simulations, this works well for moderate-
to-high GIR. In channels with severe impulsive noise, how-
ever, the BER performance is not satisfactory as the frequency
domain noise inherits the pre-FFT high noise variance in the
time domain. This effect is illustrated by the BER versus SNR
curve given in Figure 4. It can be seen that the conventional
OFDM does not perform well over a noisy AWCN channel,
compared to the single carrier case. In order to alleviate the
effect of impulsive noise, the spreading effect of OFDM is ad-
vantageously exploited through time-domain noise clipping:
the detection and elimination of possible impulsive noise can
be performed in the time domain without suppressing the
information bit in the frequency domain.

4.2. OFDMover AWCNwith clipping

Various impulse noise mitigation techniques have been stud-
ied for uncoded OFDM systems. Notably, Häring and Vinck
[17] proposes an efficient OFDM demodulation and detec-
tion scheme that can suppress the effect of impulsive noise.
As we are dealing with an LDPC coded OFDM system, a
simpler method based on impulse clipping is adopted from
Suraweera et al. [18]:

r̃n =
⎧
⎨

⎩
rn if

∣
∣rn
∣
∣ ≤ Amp,

0 if
∣∣rn
∣∣ > Amp,

(11)

where Amp is a threshold amplitude set to some multiple of
the standard deviation of the backgroundGaussian noise and
is experimentally determined in this paper.
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Since AWCN noise can be considered as a mixture of
Gaussian noises, the above clipping procedure will result in a
mixture of doubly-truncated Gaussian noises with a normal-
ized variance adjustment factor V given in [19] as follows:

V = 1 +
xL f

(
xL
)− xR f

(
xR
)

F
(
xR
)− F

(
xL
) −

[
f
(
xL
)− f

(
xR
)

F
(
xR
)− F

(
xL
)
]2
,

(12)

where f (·) and F(·) denote the pdf and cumulative distribu-
tion function (cdf) of the untruncated standard normal dis-
tributionN (0,1), and xL and xR the left and right truncating
points, respectively.

The resulting noise variance of the clipped signals can be
estimated as follows. Using Bussgang’s theorem (see Dardari
et al. [20]) which relates the input and output of a memory-
less nonlinearity, the output of the clipper mapping in (11)
can be expressed as

r̃n = krn + zc = kxn + kzn + zc, (13)

where k, 0 < k < 1, is a constant “shrinking factor” and zc
is the clipping noise. Readers are referred to [18, 20] for a
discussion of clipping and shrinking factor. The net effect is
that zc acts to null the large impulses but also distorts the
signal. The effect on the resulting variance of the clipped sig-
nal can be implicitly estimated through a simple probabil-
ity approach. The resulting variance has two components:
a reduced noise variance due to clipping of the impulsive
noise and an additional noise variance introduced by clip-
ping the signal, denoted by Δ− and Δ+, respectively. Both Δ−

and Δ+ can be approximated by a weighted sum of Δ−m and
Δ+
m from individual impulse noise components correspond-

ing tom = 0, 1, 2, 3 as given in (7).
From (12) with symmetrical truncation, it can be shown

that

Δ−m = V
(
2σ2m

)

=
[
1 +

−am f
(−am

)− am f
(
am
)

F
(
am
)− F

(−am
)

](
2σ2m

)
,

(14)

where am = Amp/(
√
2σm). The variance introduced by clip-

ping of the signals corresponds to lost power of the clipped
signals, which is given by

Δ+
m = 2

[
1− F

(
am
)]
. (15)

The total noise variance due to clipping can be obtained as

σ̃2z = Δ− + Δ+

=
3∑

m=0

e−AAm

m!

(
Δ−m + Δ+

m

)
.

(16)

The noise variance in the frequency domain is σ̃2Z = σ̃2z . The
decoding can again be carried out simply as LDPC-AWGN
decoding but with a significantly reduced noise variance as a
result of impulse clipping in the time domain. From (13) and
(14), it can be seen that the total variance of clipped noise de-
pends on the choice of the clipping threshold Amp. There is
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Figure 5: SNR versus Amp for various A values (rate = 1.0, GIR =
0.1, σ2 = 0.05).

no closed-form estimate of an optimal Amp based on (16).
A proper Amp that provides the best BER performance for a
given LDPC code can be found empirically through simula-
tion.

We have performed simulations to investigate the post-
clipping SNR (in terms of the variance of clipped noise) ver-
sus Amp relationship for various values of A, GIR and, σ2

(total variance of unclipped noise) for uncoded systems. The
results are shown in Figures 5, 6, 7.

We see that with Amp chosen judiciously, the postclip-
ping SNR value is increased and reaches a maximum. The
gain is greater for more impulsive noise. Overclipping due
to using a small Amp value degrades performance. An Amp
value that is too large effects no clipping and hence no re-
duction in noise variance and improvement of post-clipping
SNR. The optimal Amp value appears to fall between 2.5
and 4. Further simulations were carried out for coded sys-
tems with code rate = 0.42, A = 0.1, and GIR = 0.1. The
preliminary simulation results seem to indicate that the op-
timal Amp value, resulting in a minimum preclipping SNR
(Eb/No) required to achieve a BER of 0.0001, is around 3.7
(see Figure 8). In practice, the values of A and GIR can be es-
timated by the receiver, and the optimal value of Amp chosen
accordingly. In a stable environment, these parameters can
be predetermined by the receiver location and time.

Further tests have been carried out to compare the mea-
sured and theoretical post-FFT variances of clipped-noise,
which are very close as shown in Figure 9. Figure 4 also
presents the BER versus SNR curves for OFDM with noise
clipping. A significant improvement is observed when clip-
ping (with Amp = 3.7) is applied. This confirms that clip-
ping works best for highly impulsive noise. It should be noted
that the above results are obtained for a code rate of 0.42.
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For a high code rate, say 0.84, we observe (based on simula-
tions not shown in this paper) that the single carrier system
does not perform better than OFDMwithout clipping due to
insufficient redundant parity bits to correct the errors caused
by the impulsive noise.

5. COMPARISONWITH HOMEPLUG 1.0 ROBOMODE

5.1. Performance comparison

In this section, we compare the BER performances be-
tween the proposed LDPC-coded system and HomePlug 1.0
ROBO mode. We have carried out computer simulations
for both systems using AWCN and a multipath channel
with perfect channel-state information (CSI) at the receiver.
The proposed LDPC-coded system applies clipping and uses
frequency-domain equalization (FEQ) before decoding. The
ROBO mode simulation is carried out according to [1]. To
make a meaningful comparison with the ROBO mode, we
adjust the LDPC code rate such that it equals the rate of the
concatenated RS and convolutional code, which is 0.42 with
individual rate of 0.84 and 0.5, respectively. The length of the
LDPC code is chosen to be 3312 comparable to the trans-
mission block size used in the ROBO mode. The proposed
scheme follows ROBOmode to use 84 evenly spaced carriers
in a band from 4.49 to 20.7MHz.

For the impulsive noise, we use the third-order approx-
imation of the AWCN pdf given in (7). The impulsive noise
factor A is set to 0.1 and the GIR = 0.1, both of which have
been used in most studies for the highly impaired transmis-
sion environment [4, 7].

For the multipath channel, we have adopted the four-tap
multipath fading model used in [7], assuming the relative
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2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4

Amp

2.5

3

3.5

4

4.5

5

SN
R
(d
B
)

Figure 8: SNR @ BER = 0.0001 versus Amp (rate = 0.42, A = 0.1,
GIR = 0.1).

delay τm equal to a multiple of the sample duration Ts with-
out loss of generality. The multipath channel output is

yn = xn ∗ hn

=
3∑

m=0
αm exp

(
jθm
)
x
(
n− τm/Ts

)
,

(17)

where Ts = 0.05 μs, τm = 0, 8Ts, 12Ts, 14Ts, αm = 0.2, 0.1,
0.02, 0.01 for m = 0, 1, 2, 3, and θm is uniformly distributed
in [0, 2π). With this channel, the received signal power is
approximately 13 dB below transmitted signal power. The
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channel impulse response is implicitly normalized by mea-
suring SNR at the receiver.

Simulations are carried out to compare the BER perfor-
mances over an AWCN channel (no multipath) with A = 0.1
and GIR = 0.1. It can be seen from Figure 10 that the pro-
posed system achieves a BER of 10−6 at about 3 dB SNR,
compared with 14 dB needed by ROBO mode; the proposed
system achieves a performance gain of more than 10 dB at
this BER. The performances of the two systems are also com-
pared over the multipath channel with AWGN (no impul-
sive noise). As shown in Figure 10, with perfect CSI, both
systems reach a waterfall performance at SNR between 2–
4 dB. However, the LDPC-coded system still achieves a gain
of 1 dB at BER of 10−6. The gain of the LDPC-coded sys-
tem over ROBOmode is largely attributed to clipping. When
clipping is also applied to ROBO mode, the SNR gain of the
LDPC-coded system is 1 dB at BER = 0.0001 (not shown in
Figure 10). Nevertheless, the LDPC-coded system also pro-
vides a 4-fold throughput gain (see Section 5.D).

As a final comparison, simulations are performed for
both systems over a combined multipath and AWCN chan-
nel. Figure 11 shows that the proposed LDPC-coded system
outperforms the ROBO mode by approximately 10 dB at a
BER of 10−6 without resorting to interleaving and extensive
time and frequency diversity. Figure 11 also includes the BER
curves for two shortened improper array codes (IAC) [21] to
be described in detail later.

5.2. Computational complexity

Decoding complexity is considered in this subsection, as SPA
decoding may be computation intensive when many itera-
tions are used. The computational complexity per decoded
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Figure 11: BER versus SNR for various LDPC coded systems and
ROBOmode over a channel with both AWCN (A = 0.1, GIR = 0.1)
and multipath impairments.

bit is defined as the total number of addition, multiplica-
tion and division operations. The LDPC code using SPA
decoding requires a maximum of 8 iterations to achieve a
BER of 10−5. This amounts to a total of 111 operations
per decoded bit. For the ROBO mode, we only count the
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complexity of the trellis-based Viterbi algorithm for de-
coding the inner convolutional code; doing so flavours the
ROBO mode. To achieve the same level of BER of 10−5in
the ROBO mode, the trellis-based Viterbi decoding for a
(2,1,6) convolutional code requires 256 operations per de-
coded bit for each repeated transmission. Thus, a significant
reduction in the computational complexity is obtained using
LDPC coding.

5.3. Implementation issues

Although SPA allows fast decoding through a parallel-
processing architecture, the MacKay code does not readily
lend itself to regular implementation due to its random in-
terconnect patterns between variable and check nodes. It is
reported in [22] that the deterministically constructed array
code is well suited for parallel implementation of SPA with
less memory requirement. The array code is also appealing
because of the guaranteed absence of cycles of length four
[13]. In [21], shortened array codes are proposed, in which
cycles of length 2k can be further eliminated. Two shortened
improper array codes are adopted from [21] at code rates
of approximately 0.4 and 0.5, respectively. From Figure 11,
it can be seen that at BER of 10−6 the shortened array code
only suffers a performance loss of 0.5–2.5 dB compared to
the MacKay code. Nonetheless, the shortened codes still out-
perform the ROBO mode by more than 8 dB. The shortened
array codes thus serve as a good alternative to the MacKay
code.

5.4. Throughput efficiency

As described in Section 2.1, the HomePlug 1.0 ROBO mode
is usually employed over severely degraded channels. The
ROBO mode uses a block interleaver, which is read four
times to provide extensive time and frequency diversity and
achieve robust operation under hostile conditions. The repe-
tition reduces the data rate to 1/4 bits per carrier per symbol.
Consequently, the ROBO mode delivers reliability at the ex-
pense of throughput. In the proposed LDPC-coded system,
the variable bits are randomly assigned to the check nodes
to perform parity-check sum operations, so that interleav-
ing is implicitly incorporated in the random-like structure
of the encoding scheme. Not needing repeated transmission,
the proposed scheme offers a 4-fold increase in throughput
over ROBO mode.

6. CONCLUSION

We have investigated the performance of OFDM with LDPC
codes over channels with impulsive noise and multipath fad-
ing, as a candidate for improvement over HomePlug 1.0
ROBOmode. First, we establish that noise clipping is advan-
tageous in PLC with severe impulsive noise. A simple and
effective scheme is proposed to estimate the variance of the
clipped noise for LDPC decoding. We have compared the
BER of the proposed LDPC-coded system and the HomePlug
1.0 ROBOmode over an AWCN and multipath channel. The

results show that the proposed scheme outperforms Home-
Plug 1.0 ROBO mode while reducing the decoder computa-
tional complexity. In addition, the proposed scheme offers
4-fold increase in throughput over ROBO mode.
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