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This paper investigates the implementation of a novel wireless local positioning system (WLPS). WLPS main components are:
(a) a dynamic base station (DBS) and (b) a transponder, both mounted on mobiles. The DBS periodically transmits ID request
signals. As soon as the transponder detects the ID request signal, it sends its ID (a signal with a limited duration) back to the
DBS. Hence, the DBS receives noncontinuous signals periodically transmitted by the transponder. The noncontinuous nature of the
WLPS leads to nonstationary received signals at the DBS receiver, while the periodic signal structure leads to the fact that the DBS
received signal is also cyclostationary. This work discusses the implementation of linear constrained minimum variance (LCMV)
beamforming at the DBS receiver. We demonstrate that the nonstationarity of the received signal causes the sample covariance
to be an inaccurate estimate of the true signal covariance. The errors in this covariance estimate limit the applicability of LCMV
beamforming. A modified covariance matrix estimator, which exploits the cyclostationarity property of WLPS system is introduced
to solve the nonstationarity problem. The cyclostationarity property is discussed in detail theoretically and via simulations. It is
shown that the modified covariance matrix estimator significantly improves the DBS performance. The proposed technique can
be applied to periodic-sense signaling structures such as the WLPS, RFID, and reactive sensor networks.

Copyright © 2007 Hui Tong et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In WLPS, a single unit (the DBS) is capable of positioning

This paper investigates how to implement optimal beam-
forming for a novel wireless local positioning system
(WLPS). We focus on how to estimate covariance matrix for
optimal beamforming, because the specific signaling scheme
in this WLPS, that is, cyclostationarity, enables a novel co-
variance matrix estimator.

The WLPS consists of two main components [1]: a dy-
namic base station (DBS) and a transponder (or possibly a
number of transponders), all mounted on mobiles. The DBS
periodically transmits ID request signals (a short burst of en-
ergy). Each time a transponder detects the ID request signal,
it sends its unique ID (a signal with a limited duration) back
to the DBS. In the WLPS, the DBS detects and tracks the
positions and IDs of the transponders in its coverage area.
The position of a transponder is determined by the com-
bination of time-of-arrival (TOA) and direction-of-arrival
(DOA). TOA is estimated via the time difference between the
transmission of ID request signal and the reception of the
corresponding ID. DOA estimation would be possible if an
antenna array is installed at the DBS receiver [2].

transponders located in its coverage area. In systems such as
cell phone positioning [3] and radio frequency ID [4], multi-
ple units should cooperate in the process of positioning. Ac-
cordingly, the WLPS has many civilian and military appli-
cations. For example, in vehicle collision avoidance applica-
tions, each vehicle (car) may carry a DBS and each pedestrian
may carry a transponder. Then, each vehicle is able to posi-
tion (and identify) pedestrians. Another possible application
of the WLPS is airport security, where security guards may
carry DBSs and passengers may carry transponders.

The WLPS can be considered as a merger of positioning
and communication systems. The TOA/DOA estimation is
the primary procedure for positioning, while the ID detec-
tion process is supported by communications. This paper in-
vestigates the ID detection performance, that is, the commu-
nication aspect of the WLPS, while the TOA/DOA estimation
process is discussed in [5, 6].

As depicted in [7], the main source of error in the ID de-
tection process is the interference from other transponders.
To reduce this interference, direct sequence code division
multiple access (DS-CDMA) and beamforming techniques
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are adopted in the WLPS. The conventional beamforming
methods (delay and sum) in the WLPS have been discussed
in [7]. In general, linear constrained minimum variance
(LCMV) beamforming outperforms conventional beam-
forming in terms of interference suppression [8]. Therefore,
it is natural to extend our study from conventional beam-
forming to LCMV beamforming.

An important step to perform LCMV beamforming is the
estimation of the covariance matrix of the received signal.
Considering stationary signals, sample covariance accurately
estimates the true signal covariance [9]. However, in the
WLPS, the received signal at the DBS receiver is not station-
ary, because the DBS transmits ID request signals noncontin-
uously. The nonstationarity of the received signal causes the
sample covariance to be an inaccurate estimate of the true
signal covariance. The errors in this covariance estimate limit
the applicability of LCMV beamforming in the WLPS.

In this work, a modified covariance matrix estimator is
proposed. The transponders transmit signals noncontinu-
ously and repetitively. Accordingly, the DBS received signal
is nonstationary and cyclostationary. The proposed modified
covariance matrix estimator exploits the cyclostationarity to
counter the nonstationarity problem. A detailed theoretical
analysis shows that, in most practical situations, the cyclo-
stationarity duration is sufficiently long to ensure an accurate
estimate. Finally, the WLPS ID detection performance is nu-
merically simulated. The numerical results confirm that the
modified covariance matrix estimator improves the WLPS
performance significantly. It should be further noted that the
proposed estimator is not restricted to this particular WLPS
system: it is possible to apply this estimator to any system
that exhibits repetitive structures. Hence, the proposed co-
variance matrix estimator has a wide range of applications.

Beamforming [10] and cyclostationarity [11] have been
studied separately for more than fifty years. In recent
decades, a joint consideration of beamforming and cyclosta-
tionarity (i.e., beamforming for cyclostationary signals) at-
tracted certain attention [12, 13]. In those studies, the sig-
nals are both stationary and cyclostationary. In other words,
continuous signals with repetitive structures are considered.
In our work, we study noncontinuous signals with repetitive
structures. Therefore, this paper exploits cyclostationarity to
counter the nonstationarity problem in optimal beamform-
ing.

The rest of the paper is organized as follows: Section 2 in-
troduces the fundamentals of the WLPS structure; Section 3
discusses the implementation of WLPS system and the non-
stationarity problem; Section 4 demonstrates how to exploit
cyclostationarity to counter the nonstationarity problem;
Section 5 presents numerical results, and Section 6 concludes
the paper.

2. WLPS BASIC STRUCTURE

The WLPS comprises of a set of DBS and transponders. In
the scope of this paper, we consider the communication be-
tween one DBS and multiple transponders. The DBS trans-
mits ID request signals periodically to all transponders in
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FiGURE 1: WLPS basic structure.

its coverage area. Once a transponder detects the ID request
signal, it sends its unique ID (a signal with limited dura-
tion) back to the DBS, as shown in Figure 1. The DBS is
equipped with multiple antennas to support DOA estimation
and beamforming.

In the WLPS, a DBS communicates with multiple trans-
ponders simultaneously. This is the same as standard cellu-
lar communication systems. However, different from cellular
systems, the DBS received signal in the WLPS is not station-
ary.

As shown in Figure 1, the signal transmitted by a trans-
ponders do not span over the whole time domain. This fea-
ture leads to a new performance measure metric: probability-
of-overlapping, povi, which is defined as the probability that
the desired ID is overlapped with the ID signals from other
transponders. In standard wireless systems, pov is always
unity for multiple transponders. In the DBS receiver, the
probability of overlapping is less than unity and corresponds
to:

poi=1—(1—d)*"", (1)

where K denotes the number of transponders and d, repre-
sents duty cycle, which is defined as:

T
de = IRT pmin

(2)

Here, 7 is the duration of the ID of a transponder, and IRT
is the time difference between the first responding transpon-
der and the last responding transponder. A comprehensive
results for IRT min have been introduced in [1]; here, roughly,

Rmax

IRTmin = 2 >

(3)
where Ry, is the maximum coverage distance of the DBS,
and ¢ denotes the speed of light. For vehicle collision avoid-
ance applications, typically R, should not exceed 1 km. The
exact value of Ry, may vary with different environments, for
example, urban or highways.

In general, through this preliminary study, the noncon-
tinuous nature of the WLPS seems alleviate the interference
problem: the undesired signals from other transponders may
or may not interfere with the desired signal. In contrast, in
standard communication systems, the undesired signals al-
ways overlap with the desired signal.
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FiGURE 2: The probability of overlapping.

However, it is noted that the noncontinuous nature of
the WLPS is not sufficient in terms of rejecting interference.
As shown in Figure 2, the probability of overlapping is very
high when d. = 0.1 with a moderate number of transpon-
ders (N = 10). In many applications, for example, vehicle
collision avoidance, the duty cycle might be even larger than
0.1. Therefore, one cannot expect to suppress interference re-
liably through the noncontinuous nature of the WLPS.

To reduce interference power, DS-CDMA and beam-
forming techniques are necessary in the WLPS. A detailed
analysis for conventional beamforming and DS-CDMA tech-
niques has been presented in [7]. In general, optimal beam-
formers perform better than the conventional beamformer.
Hence, it is natural to extend our study from conventional
beamformer to optimal beamformers.

Optimal beamformers generate a statistically optimum
estimation of the desired signal through applying a weight
vector to the observed data. This weight vector is computed
via optimizing a certain cost function. Examples of these cost
functions include total power, SINR, entropy, mean square
error, or nonGaussianity [14, 15]. Here, LCMV beamformer
is selected because: (1) it is particularly good at rejecting in-
terference and (2) it only requires the observations of the re-
ceived signals and the direction of the desired signal. The for-
mer is easy to obtain and the latter has been available via the
DOA estimation process, which is prior to the beamforming
process.

The basic structure of the WLPS has been introduced
in this section. In the next section, we introduce the signal
model of the WLPS and describe the beamforming imple-
mentation in a mathematical form. It is emphasized that di-
rectly applying LCMV beamforming in the WLPS is not ap-
propriate due to its nonstationary nature. In Section 4, cyclo-
stationarity would be exploited to solve the nonstationarity
problem.

3. SYSTEM IMPLEMENTATION AND
NONSTATIONARITY ANALYSIS

Once a transponder detects the ID request signal, it would
transmit its unique ID back to the DBS. To suppress interfer-
ence from other transponders, the bits in the ID are spread by
DS-CDMA techniques. Hence, the transponders would peri-
odically transmit DS-CDMA signals that are with a limited
duration. In a multipath (urban) environments, the received
signal at the DBS receiver would be the summation of DS-
CDMA signals from multiple transponders through multiple
paths. Finally, in the DBS receiver, it is possible to apply DS-
CDMA despreading and beamforming techniques to extract
the ID of the desired transponder, as explained in Section 3.1.

In this work, the DOA estimation for the paths of the
desired transponder is assumed to be perfect. Although the
nonstationarity nature does have effect on DOA estimation,
the effect turns out to be minimal, and the DOA estimation
is accurate enough for most practical applications [5]. Since
the only required information for LCMV beamforming is the
directions of the paths of the desired transponder and the es-
timation of covariance matrix, a good estimation of the co-
variance matrix would ensure a good ID detection perfor-
mance, as depicted in Section 3.2.

In Section 3.3, it is shown that the standard sample co-
variance matrix estimator does not lead to a good quality of
covariance matrix estimation. The reason is that due to the
nonstationary nature of the WLPS, different bits of the ID
experience difference interference. Hence, averaging covari-
ance matrix over each bit does not lead to a consistent esti-
mator, that is, increasing the number of averaged data does
not reduce the mean square error (MSE) of the estimation.
The consistent covariance matrix estimator, which exploits
the cyclostationarity of the WLPS, would be introduced in
Section 4.

3.1. Signal model

The transmitted DS-CDMA signal by the kth transponder
corresponds to

Sk(t) :gr(t)

N-1
> bF[n] - gr, (t = nTy) - a*(t — nTy) - cos (2nft),

n=0
(4)

where N denotes the number of bits per ID code (that rep-
resents the maximum capacity of the WLPS, which is in the
order of 2V), b*[n] denotes the nth bit of transponder ks ID,
Ty, = 7/N represents the transponder bit duration, g;(), and
gr, (t) are rectangular pulses with the duration of 7 and T,
respectively. Here, a*(t) denotes the spreading code for the
kth transponder, that is,

G-1
a“(t) = > Cegr.(t—gTv), Cge{-L1}, (5
g=0
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where G (G < 2N)! is the processing gain (code length), T, =
Tp/G = 1/(N - G) represents the chip duration, and gr, () is
a rectangular pulse with the duration of T..

With an antenna array mounted on the DBS receiver, the
received signal at the DBS (see Figure 3), which is the sum-
mation of signals from multiple transponders through mul-
tiple paths, corresponds to

K Lk-1 N-

=2 > Z 91 )bk [nlgr, (t — 1 — nTy)g: (t — 1f)

k=1 1=0 n=0

ak(t — f — nTy) cos (2mfit + ¢F) + (1),
(6)

where K denotes the total number of transponders, L* is the
number of paths for the transponder k, and (xé‘, le, gbf‘ denote
the fading factor, time delay, and random phase shift for kth
transponder’s Ith path, respectively. Here, for simplicity of

presentation, we assume that Lk =L, forall k. V(G ) denotes
the array response vector that corresponds to

\7(911‘) =[1 exp (—i-2ndcos (6F)/A) - - -

7
exp (—i-2(M — 1)7d cos (Gf‘)/l)]T. 7

Here, i denotes the imaginary unit, d is the spacing between
antenna elements, M is the total number of antennas, (-)”
denotes transpose, A denotes the carrier wavelength, and 6f
is the direction of kth transponder’s Ith path. Basically, in (7),
we assume half wavelength spacing between antennas and the
precise knowledge of array manifold at the DBS receiver.

After demodulation, the gth chip of the nth bit output for
the jth transponder’s, the gth path would correspond to

r§+(n+1)Th+(g+1)TL

ﬂmg:L 5O

J+nTb+gTL-

X cos (27 fot + (bé)g(t - Tg —nTy, — gT,)dt.

(8)

The gth chip of the nth bit output of the beamformer for jth
transponder’s gth path is given as
W (6)) - ln.gl, ©)
where the weight vector W(@é) and yj[n,q] are both 1 x M
column vectors, and H denotes Hermitian transpose.

The receiver in Figure 3 and (9) resembles a spatial
RAKE-like structure. Here, each RAKE corresponds to one
path. Each path is received from a specific direction. Hence,
beamforming on each RAKE is applied to capture the energy
from the associated direction.

After beamforming, the signals from different paths are
combined via maximal Ratio combining:

Z§[n,g]

L . .
Zlngl = > alz[n,g]. (10)
I=1

! Note that 2V is the maximum number of transponders that the system
can accommodate.

Finally, the CDMA despreading is applied and the detected
bit is given as

G .
= > Z[n,glCy. (11)
-1

The above description has included all necessary steps of
WLPS ID detection process, except the calculation of the

weight vector W(Gé) in (9), which is the kernel part of

this work. Here, we discuss how to determine W(Gé) in
Section 3.2.

3.2. Weight vector calculation

The conventional beamforming weight vector simply corre-
sponds to

Wy (6)) = V(6)). (12)

Noting that \7(951) is a predefined linear phase filter, which
coincides with the definition of discrete Fourier transform,
it is said that the conventional beamforming is equivalent to
discrete Fourier transform [16].

The LCMV beamforming, which minimizes the total
output power, while keeping the desired signal power con-
stant, corresponds to the solution of the following optimiza-
tion problem [8]:

min WH(O)RW.(6)) st. WH(B))V(8)) =1. (13)

We(0))

Using Lagrange multiplier, the solution of the above equa-
tion, that is, LCMV BE, is given by [17]:

Rflef(@i)
N . 1 - Y
Wi (6)R; Wy (6;)

W (6)) = (14)

where R} is the covariance matrix of jth transponder’s qth

Elj - 5y ).

In this work, precise knowledge of the DOA 64 and ar-

path’s observed signal, that is, Ré =

ray manifold is assumed, that is, Wf(@é) is perfectly known.
Then, the only left important implementation issue of the
LCMV beamforming is the estimation of RJ. In general, the
sample covariance matrix estimator corresponds to

1 r-1 .
= ¢ 2 alnlyy [nl, (15)
n=0

where T, (I € {1,2,3---N}), denotes the selected data
length for R} estimation. If y}[n] is a stationary and ergodic
process, the sample average equals time average, and the sam-
ple covariance matrix estimator leads to an accurate estimate

of R}. In another word, the sample covariance matrix estima-
tor would be consistent, and increasing the number of data
samples reduces the error variance of the sample covariance
matrix estimator.
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FIGURE 3: DBS receiver implementation via antenna arrays and DS-CDMA systems.
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3.3. Nonstationarity analysis

Standard wireless communication systems are stationary be-
cause of transmission of very long sequences from a large
number of users. In other words, in these systems, different
chips of the desired signal would experience the same inter-
ference. However, because the WLPS transponder transmit-
ted signal is a short burst signal, the interfering signal may
only interfere with some, but not all chips of the desired
signal (see Figure 4). Hence, the interference changes within
each bit of the desired signal. This is especially the case for
medium probability-of-overlapping, pov, values. Therefore,
in WLPS, R varies for different chips and large selection of
I’ does not necessarily lead to a high quality of the covariance
matrix estimation. To have a better understanding when the
received signal is not stationary, we have the following dis-
cussion.

(i) Small values of d in (1) leads to low poy (see Figure 2).
In an extreme situation, p,y — 0. In this case,

since there is no interference at all, E[ )721 (1] )7[];1 (n]] =

E[y;[n+1] )7{1 [n+ 1]] and the sample covariance ma-
trix estimator leads to an accurate estimation. How-
ever, the main advantage of LCMV beamforming is
interference suppression, and in this situation, LCMV
will not provide better performance than conventional
beamforming even with accurate estimation of R,
Large values of d, in dense transponder environment
leads to poy — 1. In this case, the sum of interfer-
ences would approximately be white noise, and the re-
ceived signal statistically tends to be stationary, that is,
E[7 (07 )] = E[7i[n + 117} [n+1]]. In this case,
the covariance matrix would be an identity matrix and
LCMV beamforming becomes equivalent to conven-
tional beamforming.

Medium d. values and moderate transponder density
lead to a spatial structure for the interference, that is,
several interfering signals are received in different di-
rections. In this case, the received data samples would
be nonstationary, large selection of I' does not improve
the quality of covariance estimation, and the sample
covariance matrix estimator is not consistent.

(ii)

(iii)

Figure 5 represents the mean square error (MSE) be-
tween the true value and the estimated values of covariance
matrix as a measure of nonstationarity, assuming a flat fading
channel. The MSE corresponds to

Mz

M
MSE= Y > (Rj(m,u) - Ry(m,w)’,  (16)
u=1

m=1

where M is the number of antenna array elements, R} and R}
denote the true and estimated covariance matrixes via sample
covariance matrix, respectively. The direction and distance
of the transponders are assumed to be uniformly distributed
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FiGure 5: Simulation results: the mean square error of estimated
covariance matrix by standard estimation method.

in [0,77] and [0, Rmax]. The estimated covariance matrix is
normalized before comparing it with true covariance matrix.

It is seen that when d. is small (= 0.001) and the num-
ber of transponder is small (<30), the MSE is kept minimal,
which is consistent with the first case discussed above.

When d. is large (= 0.1) and the number of transponder
is large (>60), the MSE is small as well. This corresponds to
the second case discussed. A large number of interferences
lead to a spatially white structure. In other words, every chip
is interfered by signals in many directions. Hence, the inter-
ference over different chips would be similar, which leads to
a stationary process.

When d. is moderate (= 0.01), the MSE is large, that is,
the nonstationarity problem is severe.

The high MSE shown in Figure 5 leads to low probability
of detection. As a result, directly applying LCMV beamform-
ing does not improve the system performance compared to a
conventional beamforming. This point is verified by ID de-
tection simulations in Figure 11 (see Section 5).

4. ESTIMATOR BASED ON THE CYCLOSTATIONARITY

Section 3.3 introduced the nonstationarity problem in the
WLPS. This section proposes a modified covariance matrix
estimator to solve the nonstationarity problem, which ex-
ploits the cyclostationarity property of the WLPS.

4.1. New estimator via cyclostationarity

The nonstationarity is mainly generated by the noncontin-
uous transmission of transponders. However, it should be
noted that, in addition to the noncontinuousness, the trans-
mission is also periodical. In every period, a transponder re-
transmits the same ID bits with the same spreading code.
Now, assuming all transponders’ directions and distances

remain the same for a number of periods, same chips of
transponder ID in different period experience the same inter-
ference (See Figure 6). Here, the period of transponder trans-
mission is called ID request time (IRT).

The repetition property of transponder transmission is
also known as cyclostationarity: although different chips in
the same period does not experience same interferences,
same chips in different periods experience same interfer-
ences. Hence, it is possible to apply beamforming to each
chip, if the covariance matrix for each chip can be estimated.
As shown in Figure 6, the covariance matrix estimation via
cyclostationarity for the gth chip of the nth bit corresponds
to

Q

L 1 " L

R)[n,g] = 3 > yiln,g wlyy (n,g ], (17)
w=1

where Q) denotes the number of period within which the cy-
clostationarity holds. Using (17), consequently (8) and (9)
would correspond to

Pin.g 0]

73+(n+1) Ty+(g+1) Te+ (w0 —1)IRT ~ )
= J . r(t) cos (2m fut + ¢})
7j+nTy+gTe+(w—1)IRT
-g(t— T,;— nT,—g¢gT:— wIRT)dt, we {1,2,...,Q},
(18)

. 1 Q . N
zy(n,g) = 3 > WH(6)) - yiln, g o], (19)
w=1

respectively. Equation (19) reflects both beamforming and
equal gain time diversity combining processes. Because each
frame experiences independent fading, we also achieve time
diversity benefits via combining the chips from different
IRT. The receiver structure via cyclostationarity is shown in
Figure 7. Here, a separate block is considered for the covari-
ance matrix estimator via cyclostationarity, since the new es-
timator requires a temporary storage of the received signals.

It should be noted that the proposed consistent co-
variance matrix estimator may not be restricted to LCMV
beamforming, various optimal [18] or robust beamforming
[19, 20] methods may also use this estimator. In this paper,
the application of LCMV beamforming in the WLPS is in-
troduced. The proposed concept may be easily extended to
any signal processing algorithm that requires an estimation
of covariance matrix, as long as the system exhibits a repeti-
tive nature.

4.2. Cyclostationarity duration

An important issue of the new estimator is the maximum
possible value of (), that is, the number of periods that the
cyclostationarity holds. A larger value of Q) leads to better
estimation, while a small value of Q (e.g., 1 or 2) will render
the estimator via cyclostationarity improper.
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FIGURE 6: Same chips in different IRT periods have the same interference.

4.2.1.  Cyclostationarity duration for a single transponder

Basically, Q) is determined by IRT and the duration within
which the cyclostationarity remains available, and corre-
sponds to

Tey
IRT’

<

(20)

where T¢, is the time within which cyclostationarity condi-
tion holds, and IRT denotes the repetition time of the ID
request signal. Two parameters impact the cyclostationar-
ity: The direction and the distance of transponder. Hence,
the T, is the time within which (a) the direction of the
transponder approximately remains constant and (b) the dis-
tance of the transponder approximately remains unchanged
(see Figure 8).

Therefore, we consider the impact of the movement of
the transponder in two directions. The first is in the direction
that is parallel to the line connecting transponder and an-
tenna array. In this direction, the variation of the TOA within
the duration of T¢, should be much smaller than the chip du-
ration Ty, that is, TOA is relatively fixed during T¢,, which
corresponds to

Ty < (21)

B-VH’

where c is the speed of light, B = 1/T., denotes the transpon-
der signal bandwidth, and v represents the Doppler velocity
of the transponder;

The second direction is the direction that is perpendicu-
lar to the line connecting transponder and antenna array. In
this direction, the variation of DOA should be much smaller
than the antenna array half power beamwidth, that is, DOA
is relatively fixed during T¢,, which corresponds to

< (05/2) - d

(22)
Vi

where 6 is the half power beam width, d denotes the dis-
tance between transponder and DBS, and v, is depicted in
Figure 8.

Combining the above two conditions, the final condition
corresponds to

O d). (23)

T., < min (
4 2v,

c
B -y ’
Note that the first condition (TOA constraint) is independent
of distance, while the second condition (DOA constraint) de-
pends on both velocity and distance.

Equivalent to (23), we have the conditions for cyclosta-
tionarity Doppler frequency, which corresponds to

1 B-vy 2v,
fc},=T—Cy>>max< p ,eBld).

(24)

This means that the changing rate of cyclostationarity should
be much larger than DOA/TOA changing rate.

Knowing v = v-cos(y) and v, = v-sin(y) (see Figure 8)
and considering y a uniform random variable within 0 and
27, the cyclostationarity Doppler spread (Bcy,q), which is the
root-mean-square (RMS) value of cyclostationarity Doppler
frequency, corresponds to

B B-v”]z [ 2v, ]2
By,q = max [E[—C , | B B, d , (25)

where Z£(-) denotes expectation operation.
Applying simple mathematical manipulations (25)
would correspond to

B-v \/71/)' (26)

B = max (—,

o V2c Oy - d

Then, using (26) and similar to the definition of channel co-
herence time, we define the cyclostationarity coherence time

as [21]

Ty = (27)

ch,d '
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FiGure 8: Relationship between v, v, , and vj.

In order to guarantee cyclostationarity during Ty, T,
should be selected smaller than T, or

Tey < Teyye (28)

To demonstrate the effects of the two conditions on
cyclostationarity, the cyclostationarity coherence time with

various velocity and distance values has been computed in
Figure 9. Here, we assume 300 MHz bandwidth and 27° half
power beamwidth (consistent with four antenna elements).
The first area of interest in Figure 9 is low-velocity and short-
range area, which is mainly suitable for applications such as
indoor and airport security. Note that the cyclostationarity
Doppler spread varies with distance in this area. Hence, we
can conclude that for short range applications, DOA would
be the dominant condition for cyclostationarity. The second
area of interest is high-velocity, long-range area, which is
mainly suitable for vehicle collision avoidance system. Note
that the cyclostationarity Doppler spread is independent of
distance in this area. We can conclude that for long-range
applications, the main constraint is the rate of change of
TOA.

4.2.2. Cyclostationarity duration for multiple transponders

The cyclostationarity duration for a single transponder is
straightforward. However, in the WLPS system, multiple
transponders may present. In this situation, the cyclosta-
tionarity duration computation is much more complicated.
Here, we compute the probability (P.) that the position of
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all transponders remain relatively fixed in (T,) seconds, that
is,

P, = prob{The position of all transponder

nodes remain unchanged within T} < p,
(29)

where p is generally selected close to unity. Assuming posi-
tioning statistics of different transponders are independent,
then

M
Py =[]y™, (30)

m=1

where y(™ refers to the probability that the mth transponder
node remains unchanged during T. Based on the discus-
sions of Section 4.2.1, y(”’) corresponds to

—, <
BT, dm 2T,

(m)
€ W O } (1)

ym = prob{vﬁm) <

Now the same movement statistics is assumed for all
transponders: (i) the speed of each transponder node, v
follows Rayleigh distribution with mean m,; (ii) direction
of each transponder node, ¥, is uniformly distributed in
[0,27); and (iii) all transponder nodes are uniformly dis-
tributed in DBS coverage area, that is, R s uniform in
(0, Rax ], where Ry.y is the maximum radius of the DBS cov-
erage.

Using assumptions (i) and (ii), v‘(‘m) = v(" siny™ and

VP =y cos (™ would be two independent random
variables with zero mean and variance ¢ = +/2/mm, for

all m € {1,2,...,M} transponders. Let X" = vﬁm) and
Y = »™/dm then (31) would correspond to

y™ = prob{X™ < a, Y™ < B}, (32)

where a = (1/Q)(¢/B - Ts), f = (1/Q)(0p/2T,s), B is intro-
duced in (21), and € is a constant that satisfies Q > 1.

Note that X and Y™ are two independent random
variables; hence,

prob{X™ < a, Y™ < B} = F{"(a) - FYV(B).  (33)

F{"(a) and F™ (B) are cumulative distribution functions
(CDF) of X and Y™, respectively, that is,

F§(m)(“) _ %Jr %erf(%> for any m,

1 1
Fy =~ +

Rmax
2" 2R <Rma" erf( V2o ) (34)

+ gg (1 — eRznaxﬁz/ﬁJz>>’
V7

where erf(x) = (2//7) [; e " dt.
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0.6
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—4&— v = 60m/s

FIGURE 9: Cyclostationarity coherence time for different applica-
tions, single transponder.

Assuming all transponders have the same movement
statistics, we would have y™ = y and P, = yM. Incorpo-
rating (32), (33), and (34), P in (29) would correspond to

M
o= (Lo Larr(2))
22 20
1 1 Rmax )
( >t5 R (RmaX erf ( N

+ \/?0 (1 _ e_Rélaxﬁz/ﬁ()J)))
m

Note that 8 = sa (s = B - 0p/2c), then (35) would be a fixed-
point equation of a. Based on the definition of « in (32)

M

(35)

1 ¢

TCSZﬁB-a'

(36)

Hence, « is a function of the DBS antenna array half power
beamwidth and coverage range, the number of transponders,
transponder speed, and transponder pulse duration. As a re-
sult, T would be a function of those parameters.

Solving (35) and finding an analytic solution for T is
not trivial. Hence, in Figure 10, numerical results for T
are generated in terms of (a) the number of transponder
and transponder average speed for a system with (uniform
linear array with 4 elements and half wavelength element
spacing) and (transponder bandwidth of 8.33 MHz) and (b)
transponder bandwidth and DBS antenna array half power
beamwidth for a system with M = 10 transponders with av-
erage speed of m, = 5m/s. In these simulations, other se-
lected parameters are Rpax = 1000m, p = 0.95 [see (29)],
and Q = 10. It is observed that T, decreases as the number
of transponders, transponder average speed, and bandwidth
increase. Moreover, T decreases as half power beamwidth of
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Ficure 10: Cyclostationarity coherence time for multiple transpon-
ders.

the antenna array decreases (e.g., using more elements in the
array). The doted curves in Figure 10 represents the simula-
tion results generated using similar assumptions. The theo-
retical results have a good match with numerical results.

The standard sample covariance estimator does not per-
form for nonstationary signals. Hence, its MSE does not al-
ter with the number of temporal samples. In contrast, the
proposed cyclostationary-based covariance matrix estimator
improves the MSE as the number of samples increases. The
number of samples increases as the cyclostationary duration
increases. In Section 4, we substantially discussed that the cy-
clostationarity duration is sufficiently long in practical situ-
ations. Hence, the MSE for the proposed estimator is small
enough for most practical applications. Numerical results in
Section 5 verify this claim.

5. NUMERICAL RESULTS

In this section, we use MonteCarlo simulations to evaluate
the ID detection performance of the WLPS system imple-
mented via LCMV beamforming with and without the newly
proposed covariance matrix estimator via the cyclostationar-
ity property. Here, we consider a multitransponder, multi-
path environment. For simulation purposes, we assume the
following:

(1) the ID code has 6 bits (N = 6);

(2) the DS-CDMA code has 64 chips (G = 64);

(3) channel delay spread for a typical street area is 27
nanoseconds [22];

(4) carrier frequency = 3 GHz, ttrx = 1.2 us, and Tpps =

24 us;
(5) the antenna array is linear with 4 elements, and el-
ement spacing d = A/2 = 0.05m (half power

beamwidth = 27°);

(6) four multipaths lead to L = 4 fold path diversity;

(7) the transponder distance and angle are uniformly dis-
tributed in [0 1] km and [0 7], respectively;

(8) uniform multipath intensity profile, that is, bit energy
is distributed in each path identically;

(9) binary phase shift keying (BPSK) modulation;

(10) perfect power control and DOA/TOA estimation.

The above assumptions are particularly suitable for
vehicle safety applications. Based on the assumed setup,
transponder signal TOA 1is uniformly distributed in
[Tq Tmax] at the DBS receiver. Assuming that Ty < Tmax,
approximately TOA of transponder signal is uniformly
distributed in [0 Tmax], and the required bandwidth of a
DS-CDMA transponder transmitter is 320 MHz. Using these
parameters, IRTri, = 12ps, then the duty cycle for DBS
receivers would correspond to d.pps = 0.1, which leads to a
high probability of overlapping (see Figure 2).

Assuming that the vehicle speed is 30 m/s, the cyclosta-
tionarity coherence time (based on an average distance of
500 m) would be 47.1 milliseconds, as shown in Figure 9.
As we mentioned in Section 2, usually IRT is selected much
larger than IRT s in order to reduce interference power at
transponder receiver. Here, we select IRT = 1.2 milliseconds.
Using (28), Tcy = Tiy/5 = 9.42 milliseconds, and using
(20), finally O = 8. In other words, within 8 IRT frames, the
conditions for cyclostationarity would well exist. It should be
mentioned that the conditions simulated in this paper lead
to a conservative selection of (), and in many applications,
higher value than Q = 8 is expected.

The simulation results are shown in Figure 11. The mea-
surement of ID detection performance is probability of miss
detection (Pmq), that is, the probability that the ID of the
desired transponder is not detected correctly. Here, Png =
1 — (1 — Py)N, where N is the number of bits per ID and
P; denotes the probability that one bit of the ID is detected
correctly. As discussed in Section 3.3, due to nonstationarity
nature of the WLPS, traditional sample covariance matrix es-
timator computation leads to a high probability of miss de-
tection. It can also be seen that the performance of LCMV
BF with the covariance matrix estimator via cyclostationary
property leads to a significantly improved performance com-
pared to the standard covariance matrix estimator. It is ob-
served that the proposed technique doubles the capacity of
this system at the Pg = 1072 (i.e., from 25 to 50).

The result not only benefits from solving nonstationarity
problem, but also the time diversity attained over the 8 IRT
periods, since the fading is assumed to be independent over
chips in different frames (IRT). This diversity improves the
performance in conjunction with cyclostationarity. In order
to demonstrate the different effects of time diversity combin-
ing and optimum beamforming, we also perform the opti-
mum beamforming without using time diversity combining.
It can be seen that both of the two techniques contributes to
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DBS receiver performance. It is observed that as the number
of transponders increases, the time diversity has a dominant
impact on the performance improvement.

6. CONCLUSION

This paper proposes a novel covariance matrix estimator,
which is the critical step for optimal beamforming imple-
mentation, in a wireless local positioning system with a pe-
riodic signaling structure. Different from standard wireless
systems, the standard sample covariance matrix estimator is
not consistent in the WLPS system due to its nonstationar-
ity nature. A new consistent estimator, which exploits the
cyclostationarity property of the WLPS, is proposed. It is
demonstrated that in most applications, the cyclostationar-
ity duration is sufficiently large for covariance matrix esti-
mation. Numerical simulations verify that the new estimator
improves system performance significantly.
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