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frequency-flat channel models, which are inconsistent to broadband MIMO systems employing spatial-multiplexing. In broadband
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domain equalization (FDE).
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1. INTRODUCTION

The use of multiple antennas at receiver- and/or transmitter-
side, that is, the so-called multiple-input multiple-output
(MIMO) systems is nowadays an almost mandatory part
of today’s and emerging wireless communications standards
(e.g., IEEE 802.11n, WiMax, 3GPP long term evolution
(LTE)). They enable high data rates, enhanced link quality
or range extension, and interference mitigation techniques
without requiring additional precious resources such as
bandwidth or transmission power. The utilization of all
these benefits of the MIMO technology is unfortunately
not possible to its full extent at the same time, but MIMO
enables—beside the time, frequency, and code domain—
another degree of freedom: the spatial domain. Thus,
sophisticated and advanced algorithms are required to utilize
all domains in different communication scenarios yielding to
a rich set of trade-offs.

In high data-rate communications, a signal bandwidth
that is higher than the channel coherence bandwidth is
typically employed, so frequency selective fading degrades
the performance of a communication link. Two signaling
schemes with reasonable complexity of equalization are

widely accepted for communications over such channels
in indoor and outdoor environments. The first one is the
well-known OFDM scheme, which uses multiple orthogonal
subcarriers to transmit the data at lower rates in parallel,
and the second is the single-carrier scheme with frequency
domain equalization (SC-FDE), which employs a high-rate
single-carrier transmission [1, 2]. Both schemes are quite
similar to each other as they both employ cyclic prefix-
assisted transmission. Thereby, the linear convolution of
the transmit signal with the channel is converted into a
cyclic convolution and the fast Fourier transform (FFT)
algorithm can be deployed to allow an efficient block-based
equalization in the frequency domain. As described in [3],
both schemes can be combined with code division multiple
access (CDMA) techniques. Recently, a new air interface
employing orthogonal frequency division multiple access
(OFDMA) in the downlink and single-carrier frequency
division multiple access (SC-FDMA) in the uplink [4] has
been approved for the 3GPP LTE of UMTS. Here, the SC
uplink is mainly motivated by its inherent low peak to
average power ratio (PAPR), which admits the use of more
efficient power amplifiers yielding less power consumption
at the mobile station.
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Nevertheless, the spatial domain, as an additional degree
of freedom, comes at the expense of extra analogue and
digital hardware, creating additional costs, power con-
sumption, and space requirements. Therefore, the use of
multiple antennas is challenging and requires a smart system
and antenna design especially in mobile devices. Antenna
(subset) selection techniques at receiver- and/or transmitter-
side can help to relax the complexity burden of a higher-
order MIMO system, while preserving some of its benefits
in a MIMO system of lower order. A limited feedback is
required from the receiver to the transmitter in order to
perform the selection of the transmit antenna subsets if
the use of the frequency division duplex (FDD) mode is
assumed, where uplink and downlink communications are
considered to be done in different frequency bands, spaced
far apart from each other. In time division duplex (TDD)
mode, the transmitter might be able to gather the required
channel knowledge via its uplink, but exploiting the channel
reciprocity might become questionable in practice due to
radio frequency (RF) front-end mismatches [5].

Antenna (subset) selection schemes for MIMO wireless
communications are an active research area and draw a lot
of attention from information theory and practice. Here, we
aim to highlight some related and relevant publications of
the recent years. A study on the ergodic capacity for receive
and transmit antenna selection in a flat fading channel can
be found in [6]. In [7], spatial multiplexing in flat fading
channels employing transmit antenna selection and linear
receivers is studied. A vertical Bell labs layered space time (V-
BLAST) type detection in conjunction with transmit antenna
selection in a MIMO communication system is given in [8].
Receive antenna subset selection with successive interference
cancellation (SIC) and linear minimum mean square error
(MMSE) receivers with joint encoding of data streams
are discussed in [9]. The challenge of fast subset antenna
selection is studied in [10]. Receive antenna subset selection
for correlated flat fading MIMO channels is treated in [11,
12]. A comparison between beam selection and antenna
selection techniques for indoor MIMO systems is provided
in [13]. Recently, a study on the performance of systems
employing linear receivers and receive antenna selection
under the presence of cochannel interference was published
in [14]. A MIMO OFDM system with transmit antenna
selection criteria for a frequency selective fading channel can
be found in [15]. Implementation aspects and the effects
of nonideal hardware on MIMO antenna selection schemes
can be found in [16], and in [17] more explicitly for the
IEEE 802.11n specification. Main challenges are the channel
training design for antenna selection schemes, insertion loss
caused by additional RF components (e.g., RF switches), and
RF mismatches requiring a selection-dependent calibration.
The performance of maximum likelihood (ML) receivers in
an MIMO OFDM system with transmit antenna selection
based on channel state information (CSI) feedback is studied
in [18]. Joint transmit- and receive antenna selection with
capacity maximizing algorithms is given in [19], whereas
extensive overviews on the research in the area of antenna
(subset) selection schemes can be found in [20, 21]. A
practical eigenbeam MIMO OFDM testbed employing trans-

mit antenna selection is studied in [22], where it is shown
that a “2 out of 3” transmit antenna scheme reaches the
performance of a system with 3 transmit antennas. It is
further reported that a significant better performance than
an eigenbeam-only system with 2 transmit antennas can be
achieved. Studies employing antenna selection schemes in
spacetime-coded MIMO systems can be found in [23–26],
but the discussion on spacetime coding is out of the scope of
this contribution, as we consider systems employing spatial
multiplexing.

The rest of this contribution is organized as follows.
An overview on the signaling schemes for MIMO OFDM
and MIMO SC-FDE is given in Section 2. Here, a common
system model for both schemes is defined and extended
towards antenna subset selection at transmitter and receiver
side. In addition, the requirements regarding the limited
feedback from the transmitter to the receiver are discussed.
In Section 3, a compilation of antenna (subset) selection
metrics for frequency selective channels is given. Beside
this, each selection method is also discussed concerning
its implementation requirements. In Section 4, the average
bit error rate (BER) performance of MIMO OFDM and
MIMO SC-FDE systems employing the different antenna
subset selection methods is compared. The deployed channel
model can be seen as a typical benchmark channel model for
MIMO communications over frequency selective channels.
A first comparison is done based on an uncoded 2(3)× 2(3)
MIMO SC-FDE system employing a linear zero forcing (ZF)
or MMSE equalizer, where the number in brackets within
the MIMO system configuration indicates the number of
available antennas. In addition, the antenna subset selection
methods employing convolutional encoded 2(3) × 2(3)
MIMO SC-FDE and MIMO OFDM systems are compared.
A simulation result with noisy channel knowledge is further
given to emphasize the challenge to quickly acquire a high-
quality estimate of the different antenna subset channels.
Section 5 concludes this contribution.

2. SYSTEMMODEL

In this section, we first introduce the MIMO OFDM and
the MIMO SC-FDE schemes with the help of a common
framework, with the further addition of antenna subset
selection at the transmitter and receiver side to the system
model.

MIMO OFDM and MIMO SC-FDE are designed to
allow signaling over frequency selective channels. Both of
them differ mainly by the exploitation of diversity in the
time and/or frequency domain, which produces different
levels of sensitivity and robustness concerning distortions
in time or frequency. Therefore, SC-FDE- and OFDM-
based schemes differ under practical constraints especially at
their inner receiver algorithms (e.g., algorithms deployed to
obtain coarse or fine synchronization in time or frequency,
phase tracking and channel tracking). Under the assumption
of perfect synchronization in time and frequency and
perfect channel knowledge, both schemes show significant
similarities. Therefore, it is possible to define a joint system
model for the discrete base-band processing.



A. Wilzeck and T. Kaiser 3

Note that such systems would have nearly the same 3 dB
transmit signal bandwidth, but the steepness of the slope
of the power spectral density (PSD) is quite important for
fitting to a given spectral mask. The roll-off factor is an
important design parameter—especially for the synchroniza-
tion in time—and influences directly the steepness of the
slope of the PSD and the occupied bandwidth. SC-based
systems usually utilize higher roll-off factors for their pulse
shaping filters than OFDM-based ones. Nevertheless, for
both systems it is possible to fulfill such a mask without loss
of spectral efficiency [2], but this happens only when the
system parameters are well chosen. A realistic comparison of
MIMO OFDM and MIMO SC-FDE taking such parameters
and requirements into account can be found in [27].

Under the assumption of perfect synchronization in time
and frequency, the pulse-shaping filters and corresponding
matched filters can be included into the channel. Hence,
the discrete-time baseband transmit signal for a single block
transmission duration of a MIMO OFDM system can be
given as

sOFDM =
√

Es

NT

(
INT ⊗

(
PaddF−1

N

))
d, (1)

where Iz is the z × z identity matrix; the operator “⊗”
indicates the Kronecker product; FN is the N × N Fourier
matrix with elements [FN ]n,μ = (1/

√
N)exp(−j2π(nμ/N)),

where n = {0, 1, . . . ,N − 1} is the sample number and
μ = {0, 1, . . . ,N − 1} is the frequency tone number. Padd is
a matrix adding a cyclic prefix (CP) of length P to a block of
length N . The (N + P)×N matrix Padd is defined as

Padd =
⎛
⎝0P×(N−P) IP

IN

⎞
⎠ , (2)

where 0 indicates a zero matrix of a given size.
The NNT × 1 vector d = [dT

1 , dT
2 , . . . , dT

NT
]T describes in

parallel transmitted data blocks dnT = [d0,d1, . . . ,dN−1]T,
each consisting of N consecutive M-PSK (PSK: phase-shift
keying) or M-QAM (QAM: quadrature amplitude modula-
tion) symbols. The notation [·]T means the transpose of a
matrix or vector. The factor

√
Es/NT ensures that the MIMO

transmitter radiates the same overall transmit power as a
single-input single-output (SISO) system. Es is the symbol
energy. In an OFDM system, the inverse Fourier matrix F−1

N

is employed to modulate the data-block dnT of the nTth
transmit antenna on N subcarriers.

From (1), the transmit signal of a MIMO SC-FDE system
can be obtained by multiplying each dnT with the Fourier
matrix FN ,

sSCFDE =
√

Es

NT

(
INT ⊗

(
PaddF−1

N FN
))

d,

=
√

Es

NT

(
INT ⊗ Padd

)
d.

(3)

Thereby, the inverse Fourier matrix F−1
N is eliminated.

Here, two interesting points can be noticed:

(1) SC-FDE can be seen as a special case of an OFDM sys-
tem, where some kind of nonredundant “precoding”
of the data blocks with the help of the Fourier matrix
FN is employed;

(2) due to this “precoding,” SC-FDE directly exploits
frequency diversity. The entire time-domain data
symbol is spread over the N subcarriers. In contrast to
this, OFDM directly uses time diversity. Nevertheless,
both schemes need channel coding in order to obtain
diversity from the domain not directly used.

The received signal of both systems is given as

r = Hlins + ν, (4)

where r = [rT
1 , rT

2 , . . . , rT
NR

]T is an (N + P)NR × 1 vector,
which contains the received signal of the NR receive antennas,
s = [sT

1 , sT
2 , . . . , sT

NT
]T is a (N + P)NT × 1 vector, which

contains the transmit signals of the NT transmit antennas
corresponding to (1) or (3), and ν = [ν

T
1 , ν

T
2 , . . . , ν

T
NR

]T is a
(N + P)NR × 1 vector, which contains the complex Gaussian
noise—independent and identically distributed (i.i.d.) with
zero mean—added at each of the NR receive antennas.

Hlin is defined as a block matrix, containing all linear
channel matrices HnR,nT between the nTth transmit and the
nRth receive antenna,

Hlin =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

H1,1 H1,2 . . . H1,NT

H2,1 H2,2 . . . H2,NT

...
...

...
...

HNR,1 HNR,2 . . . HNR,NT

⎞
⎟⎟⎟⎟⎟⎟⎟⎠
. (5)

We define the (N + P) × (N + P) linear channel matrix
(discrete-time linear convolution matrix) as

HnR,nT =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

h0;nR,nT 0 . . . 0

h1;nR,nT h0;nR,nT . . . 0

h2;nR,nT h1;nR,nT . . . 0

...
... . . .

...

h(L−1);nR,nT h(L−2);nR,nT . . . h0;nR,nT

0 h(L−1);nR,nT . . . h1;nR,nT

0 0 . . . h2;nR,nT

...
... . . .

...

0 0 . . . h(L−1);nR,nT

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (6)

where hl;nR,nT is the lth complex discrete-time baseband
channel coefficient (with l = {0, 1, 2, . . . ,L − 1}) between
the nTth transmit and the nRth receive antenna, and L is the
channel length.
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Figure 1: Joint block diagram of spatially multiplexed MIMO OFDM and MIMO SC-FDE systems, β = √Es/NT.

The first task in both systems is the removal of the CP on
each of the NR received signals, which usually requires at least
a coarse synchronization. The signal after CP removal is

r̆ = (INR ⊗ Prem
)

r, (7)

where

Prem =
(

0N×P IN
)

(8)

performs the CP removal and is of size N × (N + P).
The addition of a CP at transmitter side and the removal

of the CP at receiver side converts all linear channel matrices
(elements of block channel matrix Hlin) into circulant
channel matrices,

Hc =
(

INR ⊗ Prem
)

Hlin
(

INT ⊗ Padd
)
. (9)

The received signal after passing the circulant channel matrix
can be given as

r̆ = Hcs̆ + ν̆, (10)

where s̆ is the transmit signal before adding the CP, ν̆ =
(INR ⊗ Prem)ν, and r̆ is the received signal after removing
the CP. Since only samples are removed from ν, the type
of the distribution of the noise in ν̆ is not changed, but the
autocorrelation of the noise is affected by the convolution
with a rectangular window.

In the case of MIMO OFDM, the equalized received data
can then be given as

d̃OFDM = WDFN ,NR HcDF−1
N ,NT

√
Es

NT
d + WDFN ,NR ν̆, (11)

where DZ,z = Iz ⊗ Z is a block diagonal matrix with z times
the matrix Z as elements, and W is a MIMO equalizer matrix.

Due to the fact that a circulant channel matrix can be
diagonalized by right-hand multiplication with F−1

N and left-
hand multiplication with FN , we obtain that the matrix

Λ = DFN ,NR HcDF−1
N ,NT

(12)

is a block diagonal matrix.

The block elements are [Λ]nR,nT
= diagonal(FNhnR,nT ),

where hnR,nT = [h0;nR,nT ,h1;nR,nT , . . . ,hL−1;nR,nT , 0, . . . , 0]T is an
N × 1 vector containing the discrete-time linear channel
impulse response between the nTth transmit antenna and
nRth receive antenna.

We now can rewrite (11) as

d̃OFDM = WΛ

√
Es

NT
d + WDFN ,NR ν̆. (13)

A similar result can be obtained for MIMO SC-FDE

d̃SCFDE

=DF−1
N ,NR

WDFN ,NR HcDF−1
N ,NT

DFN ,NT

√
Es

NT
d+DF−1

N ,NR
WDFN ,NR ν̆

=DF−1
N ,NR

WΛDFN ,NT

√
Es

NT
d + DF−1

N ,NR
WDFN ,NR ν̆.

(14)

Compared to the MIMO OFDM system, it becomes
obvious that the Fourier matrices in DFN ,NT perform some
kind of “precoding,” while the “decoding” at receiver side
is performed by DF−1

N ,NR
for MIMO SC-FDE. In addition,

the inverse Fourier matrix in DF−1
N ,NR

is unitary, so it will
distribute the colored noise onto the resulting time-domain
symbols of a receiver branch. Per time-domain symbol, this
can be seen as a noise averaging process [2]. Nevertheless,
this would not reduce the overall noise power included in a
single block as the inverse Fourier matrix is unitary.

Figure 1 provides a joint view of the overall system
model. It is worth mentioning that only in this mathematical
formulation the complexity of SC-FDE seems doubled. As
shown in Figure 1, the inverse Fourier matrix deployed at
the transmitter side is just moved to the receiver side. In
conclusion, MIMO OFDM and MIMO SC-FDE show overall
the same system complexity.

Considering spatially uncorrelated MIMO channels, the
linear MIMO MMSE equalizer matrix WMMSE can be written
for both systems identically as

WMMSE =
√

NT

Es
ΛH
(
ΛΛH +

NTσ2
ν

Es
INNR

)†
, (15)
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Figure 2: Antenna subset selection on transmit side (Tx) and receiver side (Rx).

where (·)† denotes the pseudo-inverse, (·)H indicates the
hermitian transpose operation, and σ2

ν represents the noise
power.

Setting σ2
ν = 0, one can obtain the linear zero forcing

(ZF) equalizer as

WZF =
√

NT

Es
ΛH(ΛΛH)† =

√
NT

Es
Λ†. (16)

Now, we assume a MIMO system that has NT transmit
antennas and NR receive antennas, but with only KT <
NT transmit radio frequency (RF) modules and KR < NR

receive RF modules being used as shown in Figure 2. Then,
the system model is reduced to a KR × KT MIMO system.
Therefore, the dimensions of vectors and matrices are from
now on changed accordingly.

In case of antenna subset selection one has

BT =
⎛
⎝NT

KT

⎞
⎠ = NT!

KT!
(
NT − KT

)
!
, (17)

possible selections at the transmitter side, and

BR =
⎛
⎝NR

KR

⎞
⎠ = NR!

KR!
(
NR − KR

)
!
, (18)

possible selections at the receiver side. From this we can
conclude that we have B = BTBR possible selections.

Therefore, the NKR × NKT block channel matrix H(b)
lin

is a subset of Hlin, where b indicates the selected subset
combination.

In order to include antenna (subset) selection in our
system model, we only have to modify (13) and (14) to

d̃(b)
OFDM = W(b)Λ(b)

√
Es

KT
d + W(b)DFN ,KR ν̆

(b),

d̃(b)
SCFDE = DF−1

N ,KR
W(b)Λ(b)DFN ,KT

√
Es

KT
d

+ DF−1
N ,KR

W(b)DFN ,KR ν̆
(b).

(19)

A general drawback of antenna (subset) selection is that
the channel knowledge can not be obtained at the same time
so that a more or less opportunistic search over all possible

subset combinations is required to acquire the channel
knowledge, and to select the antenna subset combination
with the highest benefits for the link. Additionally, this search
enhances also the risk that the selection is performed based
on outdated channel knowledge, especially when the channel
varies rapidly with time. Hence, it motivates the employment
of fast antenna selection algorithms as given in [9, 10].

As shown in Figure 2, a limited feedback is required
from the receiver to the transmitter in order to perform the
selection of the transmit antenna subset. Such a feedback,
for example, given as channel quality indicator (CQI) and
MIMO mode indicator (MMI), is currently embedded
in most wireless communication standards but is usually
limited to 4–6 bits per frame. For a direct selection of the
subsets Nbit = log2(BT), bits are required.

In TDD mode, it might be also possible to perform
the transmit antenna selection without a feedback, as the
transmitter might be able to acquire the channel knowledge
on its own uplink. The usage of channel reciprocity is
questionable in practical systems because RF front-end
effects cannot be neglected. Therefore, a calibration of the
RF front-end [5] is required, which itself is depending on the
selected antennas.

If the switching order of the antenna subsets is predefined
(e.g., a list), the feedback can be limited further to a single bit,
where “1” would mean switching to the next antenna subset
on the list and “0” would indicate to keep the current subset
at transmitter side, while the receiver might switch between
its BR subsets to find the optimum antenna subset. A two-
directional access to such a list would require three states (2
bits), which would be already enough to directly access all
transmitter subsets in the cases where KT = 2, NT = 3, KT =
3, and NT = 4.

Methods for feedback bit reduction in antenna selection
schemes are studied in [28]. These reduction methods
become necessary especially for systems with a higher
number of possible selections or when the number of bits
per frame available for feedback is quite limited.

3. SELECTIONMETRICS

3.1. Selection based on channel capacity
optimization (CCO)methods

A selection of the transmit and receive antenna subsets can
be based on an optimization process of the instantaneous
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Figure 3: Ergodic capacity of a 2(3)× 2(3) MIMO system.

channel capacity. Since we assume that the transmitter has
no knowledge about the actual frequency responses of the
channels, we distribute the total transmit power PT =
E{sHs} in equal shares among the activated KT transmit
antennas. The antenna subset selection allows the access to
B different MIMO channels so that the channel capacity—
or more exactly the mutual information—under the subset
combination b can be described by

C(b) = 1
N

N−1∑
μ=0

log2det
(

IKR +
ρ

KT
Λ(b,μ)(Λ(b,μ))H

)

= 1
N

N−1∑
μ=0

C(b,μ),

(20)

where μ is an index to the frequency tone, and ρ = PT/σ
2
ν̆ is an

average SNR defined here as the ratio of total transmit power
PT and the noise power after removal of the cyclic prefix.

The subcarrier MIMO channel matrix Λ(b,μ) is given as

Λ(b,μ) =

⎛
⎜⎜⎜⎜⎝

[
Λ(b)]

ξ(μ,1),ξ(μ,1) . . .
[
Λ(b)]

ξ(μ,1),ξ(μ,KT)

...
...

...[
Λ(b)]

ξ(μ,KR),ξ(μ,1) . . .
[
Λ(b)]

ξ(μ,KR),ξ(μ,KT)

⎞
⎟⎟⎟⎟⎠ ,

(21)

where ξ(μ, x) = μ + 1 + N(x − 1). The matrix Λ(b) =
DF,KR H(b)

c D−1
F,KT

is a block matrix with elements [Λ(b)]q,p =
diagonal(FNh(b)

q,p), where h(b)
q,p is anN×1 vector containing the

linear channel impulse response between the pth transmit
antenna and qth receive antenna of the corresponding
selection b.

The subcarrier channel capacity C(b,μ) can be reformu-
lated as

C(b,μ) = log2det
(

IKR +
ρ

KT
Λ(b,μ)(Λ(b,μ))H

)
,

=
q(b,μ)∑
i=1

log2

(
1 +

ρ

KT
λ

(b,μ)
i

)
,

(22)

where q(b,μ) = rank(Λ(b,μ)) is the rank of the subcarrier chan-

nel matrix and λ
(b,μ)
i is the ith eigenvalue of Λ(b,μ)(Λ(b,μ))H for

the μth frequency tone under antenna subset selection b.
With the help of (20), it is possible to perform the

antenna subset selection in such a way that always the MIMO
channel under which the instantaneous channel capacity C(b)

of the MIMO channel achieves its maximum over all possible
configurations. Due to the block processing structure of
MIMO OFDM and SC-FDE, b has to be selected at least for
a transmission interval of a single block or more practically
for a frame duration.

Taking (20) into consideration, an exhaustive search
over B possible configurations and computationally complex
calculations based on the acquired channel knowledge are
required to find the optimum antenna subset combination b
in terms of channel capacity. Hence, it motivates for applying
incremental and decremental methods as described in [9,
10] for frequency-flat channels. Nevertheless, the exhaustive
search over all possible configurations provides an upper
bound of the maximum channel capacity achievable via
selection.

It is claimed in [20, 21], for the case of frequency selective
channels, that antenna selection may not be feasible or useful
because for different frequencies different antenna subsets
are optimal.

In Figure 3, the ergodic channel capacity achieved due to
selection of 2(3)×2(3), MIMO system is plotted. The channel
coefficients are modeled as Gaussian random variables (i.i.d.
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with zero mean), thus yielding to a blockwise static Rayleigh
fading channel. The power of each channel impulse response
is normalized to 1, in order to have a strict definition of the
SNR at the receiver.

The curve for Cmax refers to the selection where always
the antenna sets are chosen which have a maximum instan-
taneous channel capacity, whereas Cmin refers to the selection
where always the antennas sets are chosen which provide
a minimum instantaneous channel capacity. As a reference
curve, the ergodic channel capacity for a fixed selection is
included, where the antennas 1 and 2 at the transmitter and
receiver sides are employed. Therefore, the curve of Cmax

represents the best case and the curve of Cmin the worst case
in terms of achievable channel capacity.

At a first glance, Figure 3 seems to support the aforemen-
tioned claim by [20, 21]. For higher channel length L the
curves referring to Cmax and Cmin are getting closer to the
fixed selection. This holds true for the achieved ergodic chan-
nel capacity and also for the instantaneous channel capacity.

Consider the frequency flat case L = 1, which is plotted
for reference purposes in Figure 3, it is easy to notice that
compared to the fixed selection the gain in theCmax selections
is lower than the loss possible in Cmin selections. Therefore,
an erroneous selection can create a high loss in channel
capacity.

On the other hand, Figure 3 supports also the question,
whether the channel capacity is the only and/or best metric
for antenna (subset) selection in frequency selective chan-
nels. Since all possible antenna (subset) selections are more
or less equivalent in terms of channel capacity, other criteria
should be considered. This is especially valid in practical
systems, where suboptimal receivers and suboptimal channel
coding are often employed.

3.2. Selection based on singular values of
theMIMO channel matrix

One can find in the literature two methods to select antennas
based on the knowledge of the minimum and maximum
singular value of the MIMO channel matrices. In this section,
we will give a straightforward approach to extend these
methods to frequency selective channels.

Method 1. Select the channel with the maximum minimum
eigenvalue.

As shown in [7], for flat fading channels, the smallest
eigenvalue of HHH, where H is a flat fading MIMO channel
matrix, has the highest impact to the performance of linear
ZF equalizers. The nonzero eigenvalues of HHH are λi =
σ2
i , where σi are the nonzero singular values of the MIMO

channel matrix H.
An extension to frequency selective channels can be

done by performing the selection of b by first searching
for the minimum eigenvalue of the matrices (Λ(b,μ))HΛ(b,μ),
then searching for the smallest over all (Λ(b,μ))HΛ(b,μ), and
finally searching for the antenna subset combination bI with
the maximum minimum eigenvalue over all possible subset
combinations:

bI = arg max
b

min
μ

min
i

λ
(b,μ)
i . (23)

Note that Λ(b,μ) is of size KR × KT with KR ≥ KT and that
(Λ(b,μ))HΛ(b,μ) will be of size KT ×KT, which allows to search
over KT eigenvalues for the minimum eigenvalue.

Method 2. Select the channel with the maximum ratio of
the minimum eigenvalue and the maximum eigenvalue. This
metric is inspired by the proposal in [15, 29], where a similar
technique is employed for switching between beam forming
and spatial multiplexing.

The ratio is an indication for the spread of the eigenvalues
of (Λ(b,μ))HΛ(b,μ). Lower spread means higher ratio, which
means a better conditioned channel. The criterion can be
expressed as

bII = arg max
b

minμminiλ
(b,μ)
i

maxμmaxiλ
(b,μ)
i

. (24)

An advantage of the Methods (1, 2) is that they are solely
based on the acquired channel knowledge and that they can
be independently deployed from the equalizer. The complex-
ity of Method 2 is slightly higher than that of Method 1, as
it requires the calculation of two eigenvalues and their ratios
per frequency tone μ and subset combination b.

There do exist many methods for the calculation of the
eigenvalues. The first choice is to use symbolic calculations
of the eigenvalues of a K × K matrix A with the help of

det(A − λI)
!= 0. Calculation of the determinant results in

the so-called characteristic equation, which is a polynomial
of maximum Kth order. For dimensions K ≤ 3, the
determinant can be directly calculated with the Sarrus Rule.
The resulting characteristic polynomial is then quadratic or
cubic, where closed-form solutions for its roots (equivalent
to the eigenvalues) can be given. Therefore, the closed-form
calculation of the eigenvalues makes sense if the antenna
selection is based on a KR ≤ 3 or KT ≤ 3 system. In this
case, at least one of the matrices possible for calculating the
eigenvalues—(Λ(b,μ))HΛ(b,μ) or Λ(b,μ)(Λ(b,μ))H—will match
the dimension requirement. Note that two or three RF
branches per device are common for IEEE 802.11n devices
deployed in a wireless local area network (WLAN).

For matrices of higher dimensions, numerical methods
are more suitable. These algorithms are typically iterative. A
well-known one is the QR algorithm and its modifications.
It allows finding iteratively all eigenvalues and eigenvectors
of a matrix. The power iteration (PI) algorithm gives the
maximum eigenvalue of a matrix. Correspondingly, the
inverse power iteration (IPI) yields the minimum eigenvalue
of a matrix. An enhanced version of PI and IPI is the Rayleigh
quotient iteration (RQI) algorithm, which converges much
faster than PI and IPI. An overview on eigenvalue calculation
and their practical impacts can be found in [30].

In simulations presented later on we used the SVD
function provided by MATLAB to obtain all singular values
of the subcarrier channel matrices Λ(b,μ).

3.3. Selection based on post-equalizer signal quality

This method is motivated by the fact that the signal quality
of the equalizer output signal affects the decisions of a
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succeeding detector or decoder. Therefore, a possible selec-
tion method is to choose the antenna subset combination b,
which provides the best signal quality at the equalizer output.

A typical signal quality metric is the Euclidean distance
between the nth received and equalized symbol, and the nth
awaited symbol (e.g., training symbol):

Δ(b)
n = ∣∣d̃ (b)

n − dn
∣∣. (25)

The signal to sistortion ratio (SDR) for a block of length
N can be defined as

SDR(b) =
∑N−1

n=0

∣∣d̃ (b)
n
∣∣2

∑N−1
n=0

∣∣d̃ (b)
n − dn

∣∣2 . (26)

SDR is also known as equalized received modulation error
ratio (MER). Another related signal quality metric is the
error vector magnitude (EVM).

As pointed out in [31], the major advantage of using a
signal quality metric based on the equalizer output signal is
that it can inherently handle all effects (e.g., synchronization
errors, channel estimation errors, hardware effects, and
spatial correlation) which can degrade the quality of the
equalizer output signal. Thereby, it enables the receiver
to directly recognize the loss of signal quality and take
appropriate actions (e.g., switching to another antenna set).

In order to use such a metric, channel training sequences
or pilot symbols would be passed through the equalizer,
which is usually not done, though possible. The Euclidean
distance is typically already calculated by some detectors
and decoders-typically based on the Viterbi algorithm, so no
additional hardware is required except some infrastructure.
A decision oriented approach not requiring known symbols
can be based on the Euclidean distance of the input and
output symbol of detectors.

In the later comparison, we use blocks of length N
consisting of random quadrature phase-shift keying (QPSK)
symbols as training sequences and estimate the SDR at the
equalizer output.

Figure 4 shows the SDR metric behavior over SNR for a
MIMO SC-FDE system employing a ZF equalizer. SDRmax

corresponds to the subset selections, where the subsets with
the maximum instantaneous SDR are selected, and SDRmin

to the subset selections where the subsets with the minimum
instantaneous SDR are selected. The different SDR curves are
almost parallel to each other over SNR in dB. Interestingly,
SDRmax equals to the given SNR for the flat channel (L =
1), while for the other curves the effects due to noise
amplification or perfectly not perfectly invertible channel
matrices become visible.

3.4. Selection based on received signal
strength indication (RSSI)

The RSSI of the kRth receiver branch is typically based on the
estimation of the average received signal power. In practice,
the averaging can only be done over a short-time interval,
which can be the duration of a certain part of the received
signal (e.g., a preamble or some training symbols). Typically,
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Figure 4: SDR metric of a 2(3) × 2(3) MIMO SC-FDE system
employing a ZF equalizer, channel length L = {1, 15}.

such a measurement of the instantaneous received power is
performed by the RF transceiver IC to allow for an automatic
gain control (AGC). An AGC per antenna branch is required
in order to match the dynamic range of the received signals to
the dynamic range of the analog-to-digital converter (ADC)
stage of the MIMO receiver so that the resolution of the ADC
is fully exploited. In most receiver architectures, the AGC is
controlled by the baseband IC so that the so-called RSSI is
directly accessible from the baseband processing.

An advantage of this method is that it does not require
any channel knowledge to select the receive and/or transmit
antennas for signaling. A possible and simple selection
algorithm works under the premise to select those antenna
subsets at receive side and transmit side that are maximizing
the total average receive power. A general drawback is that
this method is effective only for frequency-flat or very
moderately frequency selective channels [20]. In addition,
this method is quite sensitive to interfering signals. Since it
cannot distinguish between the power of the desired signal
and the power of interfering signals, this technique might
prefer antenna subsets with heavy interference, even when
the desired signal is very weak.

Similar selection approaches are based on the norm of
the MIMO channel matrix as given in [20, 21]. This norm-
based approaches are not sensitive to interference but also
effective only for frequency-flat or moderately frequency-
selective channels.

4. COMPARISON

The comparison of the selection methods in terms of their
achieved average bit error ratio (BER) performance is carried
out with Monte-Carlo simulations. The selection based on
the RSSI is not taken into account because it is effective only
for diversity schemes and very sensitive to interference.

We employ a quasistatic MIMO channel model and
assume that the channel is static during Q transmitted data
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Table 1: Channel and simulation parameters.

Simulation parameters

Total transmit power Normalized to 1

Number of realizations for

the NNR ×NNT matrix Hlin

. . . for uncoded transmission 2000

. . . for coded transmission 3000

Channel update
After Q = 4 block durations

(including CP)

Reselection of subsets After new Eb/N0 setting

Channel parameters

Channel coefficients Gaussian, i.i.d. with zero mean

Spatial correlation none

Mean power delay profile Equal gain

Channel length L = 15 symbols

Channel normalization
∑L−1

l=0 |hl;nR,nT |2
!= 1

blocks per antenna. The purpose of adopting the quasistatic
Rayleigh fading MIMO channel model is to provide a typical
benchmark channel, while it is not claimed that this channel
model is realistic. The channel parameters and simulation
parameters are given in Table 1.

Especially, we point out that the channel impulse
responses are normalized for constant energy (see Table 1),
and hence the (average) received energy does not fluctuate
over the channel realizations. This corresponds to a rich
scattering environment (e.g., indoor), where the received
SNR is assumed to be equal for all receive antennas.
Therefore, the antenna subset selection is only based on
the frequency-selective nature of the channels, which is a
worst case for antenna selection schemes because it excludes
the case of potentially different receive SNRs. It is clear
that different levels of the received SNR will yield a gain
by antenna subset selection compared to a fixed selection.
One might, for example, think about the following scenario:
multiple-directional receive antennas steer into different
directions and receive signals from a terminal, which moves,
for example, on circle around the receiver. Here, clearly the
received SNR will be different and dependent on the position
of the transmitter.

Due to the fact that linear equalizers are of low com-
plexity and high practical importance, the linear MIMO ZF
and linear MIMO MMSE equalizers are deployed for the
previously introduced MIMO SC-FDE and MIMO OFDM
systems performing a “2 out of 3” antenna selection at
the transmitter and receiver side. This means that overall
3 different antenna subsets on each side exist, yielding to
9 different combinations. The use of more antennas at
transmitter or receiver side can improve the diversity gain
further, especially if we would assume a different receive SNR
per antenna.

It is worth mentioning here that, as shown in [32], also
ML-like receivers for MIMO OFDM are nowadays imple-
mentable with reasonable complexity. The performance of
ML receivers in a MIMO OFDM system with transmit

Table 2: System and signaling parameters.

System configuration

Number of Tx antennas NT = 3

Number of Rx antennas NR = 3

Number of Tx RF branches KT = 2

Number of Rx RF branches KR = 2

Signaling parameters

Schemes MIMO OFDM or MIMO SC-FDE

Equalizer linear ZF or MMSE

Bit to symbol Gray-coded

Mapping 16-QAM

Data block length N = 64 symbols

Cyclic prefix length P = 0.25N = 16 symbols

Channel coding
No or convolutional code,

[G171,G133], code rate r = 1/2

Decoding
Hard-decision viterbi

Decoder

Transmit power assignment
Equally shared among

Active Tx antennas

Assumptions

Synchronization

. . . in time Perfect

. . . in frequency Perfect

Channel knowledge

. . . for MIMO equalizer Perfect

. . . for subset selection metric Perfect

Rx-to-Tx feedback channel
Error free,

No delay

antenna subset selection is studied in [18]. Other interesting
results are given in [7] for frequency-flat channels, where
a system without transmit antenna selection, but with ML
receiver, was deployed as a reference system.

Table 2 gives further information about the system
configuration, the signaling parameters and the assumptions
used. Most of the chosen parameters are corresponding to a
MIMO extended IEEE 802.11a standard and are meant as an
example for benchmarking.

Figure 5 shows the uncoded BER performance of a
2(3)× 2(3) MIMO SC-FDE system with linear ZF or MMSE
equalizer for different settings of the channel length L.
Figures 5(a), 5(c), and 5(e) show the performance obtained
by deploying a linear ZF equalizer, whereas the linear MMSE
equalizer is deployed to generate Figures 5(b), 5(d), and 5(f).

From Figure 5(a), we can see that, for the frequency-flat
case, the obtained BER performance of the antenna subset
selections method based on Cmax, SDRmax, the maximum
minimal eigenvalue (referred as max min EV), and based on
the maximum ratio of minimum eigenvalue and maximum
eigenvalue (referred as max ratio), respectively, is identical.
The performance gain compared to the fixed selection is
approximately 16 dB at an average BER of 10−2. Also, the
above mentioned curves show a steeper slope, indicating a
much better diversity usage. The selections methods based
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(a) Linear ZF equalizer, channel length L = 1
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(b) Linear MMSE equalizer, channel length L = 1
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(c) Linear ZF equalizer, channel length L = 8
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(d) Linear MMSE equalizer, channel length L = 8
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(e) Linear ZF equalizer, channel length L = 15
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(f) Linear MMSE equalizer, channel length L = 15

Figure 5: BER performance of an uncoded 2(3) × 2(3) MIMO SC-FDE system with linear ZF or MMSE equalizer for different settings of
the channel length L.
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on Cmin and SDRmin, respectively, show the same and very
poor performance. Figure 5(c) is based on a channel length
of L = 8. Here, the performance of the different selection
methods starts to diverge more from each other. The best
performance is obtained by the max min EV method and
the max ratio method, followed by the SDRmax method,
which shows a 1 dB worse performance at a BER of 10−3.
The performance of the Cmax method is around 4.5 dB worse.
The fixed selection, the Cmin selection, and the SDRmin

selection show much worse performance, since the slope
of the performance curve is much less steep than all other
performance curves. In the case of a channel length of L =
15, Figure 5(e) shows a similar result as Figure 5(c).

From Figure 5(b) can be concluded that in the frequency-
flat case the performance of the linear MMSE equalizer is
slightly better than in the ZF case as shown in Figure 5(a).
The overall ranking of the selection methods is the same. In
Figure 5(d) with channel length L = 8, it can be observed
that the curves are much closer to each other. Especially, the
curves representing the fixed selection, the Cmin selection,
and the SDRmin selection are now steeper than the frequency-
flat case. The performance of the Cmin and the SDRmin

selections is identical. The reason for the improvements is
that the impact of noise amplification is greatly relaxed by
the linear MMSE equalizer. The best performance is still
obtained by the eigenvalue-based methods, max min EV, and
max ratio, as they have around 3 dB better performance at
a BER of 10−3 than the fixed selection, but only a marginal
advantage compared to the Cmax and SDRmax methods.
Figure 5(e) shows overall the same ranking of the methods,
whereas the SDRmax method and the Cmax method perform
similarly to each other, but marginally worse than the
eigenvalue-based methods, which perform approximately
2.5 dB better compared to the fixed selection.

A quite interesting phenomenon is that the linear ZF
equalizer is able to reach the performance of the linear
MMSE equalizer due to some antenna subset selection
schemes. The reason is that the max min EV, max ratio, and
SDRmax methods prefer the selection of channels, which have
no or little fades in the transfer function, so the issue of noise
amplification is greatly relaxed for the linear ZF equalizer.

Noticing that an OFDM-based scheme essentially
requires channel coding, and/or adaptive modulation or
adaptive loading of its subcarriers [2]; we consider now a
convolutional encoded transmission to allow OFDM to make
use of frequency diversity. The transmitted bit stream is
encoded with a rate r = 1/2 convolutional encoder with
generator polynomials [G171,G133] so that both transmitted
data streams are jointly encoded. The received and detected
bit stream is decoded with a hard-decision Viterbi decoder.
Due to the code rate, the net bit rate is reduced to half of the
bit rate of the uncoded system.

Figure 6 presents the average BER performance results
for coded 2(3) × 2(3) MIMO SC-FDE (Figures 6(a) and
6(b)) and MIMO OFDM (Figures 6(c) and 6(d)) for a
channel length of L = 15. Comparing first Figures 6(a)
and 6(c), where an linear ZF equalizer is deployed, we
can see that the MIMO SC-FDE scheme suffers heavily
from noise amplification but is able to reach a performance

better than an MIMO OFDM system—employing the same
selection methods—with the help of the max min EV and
max ratio selection methods. Figures 6(b) and 6(d) depict
the performance of both systems deploying a linear MMSE
equalizer. For each of the two MIMO systems the max min
EV and max ratio methods reach more or less the same
average BER performance, whereas the Cmax and SDRmax

selections perform slightly worse than the foregoing ones
in case of MIMO SC-FDE with linear MMSE equalizer.
The fixed selection and especially the worst-case selections,
namely Cmin and SDRmin, are clearly outperformed. The
coded MIMO SC-FDE system with linear MMSE equalizer
can achieve, for the best selection methods, approximately
1.5 dB (at 10−4) better average BER performance than the
MIMO OFDM system with linear MMSE equalizer. Looking
at the slope of the curves, it can be observed that the
MIMO SC-FDE system with linear MMSE equalizer is able
to exploit more diversity than the corresponding MIMO
OFDM system. The same holds true for all of the studied
antenna subset selection schemes.

Figure 7 shows the average BER performance of a coded
2(3)×2(3) MIMO SC-FDE system with linear MMSE equal-
izer, where the ideal channel knowledge for the selection
methods is distorted by additive white Gaussian noise. The
simulation setup and parameters are as given in Tables 1 and
2, but the result is based 5000 random realizations of the
NNR ×NNT matrix Hlin,

h′(b)
q,p = h(b)

q,p + ν
(b)
c , (27)

where h′(b)
q,p is an N × 1 vector, h(b)

q,p is an N × 1 vector
containing the linear channel impulse response between
the pth transmit antenna and qth receive antenna of the

corresponding selection b, and ν
(b)
c is a N × 1 vector, where

all elements are zero, except the first L elements. They are
complex Gaussian noise-i.i.d, with the same variance as the
additive noise ν(b), and zero mean. Thereby, the distortion
is chosen corresponding to the Eb/N0 setting. To ensure the

strict definition of Eb/N0 at the receiver, h′(b)
q,p is normalized

as given in Table 1.
Thereby, the channel knowledge employed by the selec-

tion methods reflects to some extent the practical challenges
to quickly acquire a good channel knowledge for different
Eb/N0 settings. Note that we still employ ideal channel
knowledge for the equalization process because we are
interested only in the effect of an erroneous antenna subset
selection under these conditions. The fixed selection method
is plotted as a reference curve because this method will not
be affected by the erroneous knowledge on the channel state
information.

Taking also Figure 6(b) into account, it can be noticed
that the performance ranking of the selection methods
is changed and that the obtained performance gain is
significantly reduced. Compared to the fixed selection, the
Cmax method reaches an approximately 1 dB (at BER 10−3)
better performance, the SDRmax method performs only
0.8 dB better, and the eigenvalue-based methods show only
a 0.4 dB better performance. So we can conclude that a good
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(a) MIMO SC-FDE with linear ZF equalizer
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(b) MIMO SC-FDE with linear MMSE equalizer
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(c) MIMO OFDM with linear ZF equalizer

10−4

10−3

10−2

10−1

100

A
ve

ra
ge

B
E

R

0 2 4 6 8 10 12 14 16 18 20

Eb/N0 (dB)

Cmax

Cmin

SDRmax

SDRmin

Max min EV
Max ratio
Fixed

(d) MIMO OFDM with linear MMSE equalizer

Figure 6: BER performance of coded 2(3)×2(3) MIMO SC-FDE / OFDM systems with linear ZF or MMSEequalizer, channel length L = 15,
code rate r = 1/2.
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Figure 7: BER performance of a coded 2(3) × 2(3) MIMO SC-
FDE system with linear MMSE equalizer and nonideal channel
knowledge, channel length L = 15, code rate r = 1/2.

knowledge of channel information is crucial for all antenna
subset selection methods.

5. CONCLUSION

In this contribution we present a joint system model for
spatially multiplexed MIMO SC-FDE and MIMO OFDM
systems with receive and transmit antenna subset selection.
Further, various kinds of antenna (subset) selection methods
are reviewed and, if neccessary, extended for the use in
frequency selective channels.

A BER performance comparision of the different antenna
selection methods employing both schemes with linear
equalizers is done for uncoded and coded transmissions
over frequency selective channels. An interesting result is
that antenna subset selection enables a spatially multiplexed
MIMO SC-FDE with a linear ZF equalizer to reach the same
performance as that with a linear MMSE equalizer. Over all
antenna subset selection methods, the coded MIMO SC-FDE
scheme with linear MMSE equalizer performs better than the



A. Wilzeck and T. Kaiser 13

coded MIMO OFDM system with linear MMSE equalizer.
The coded MIMO SC-FDE scheme with linear ZF equalizer
yields in most cases a much worse performance than the
corresponding MIMO OFDM scheme.

Regarding the complexity of the selection schemes,
two types of approaches are especially favorable. Firstly,
approaches based on postequalizer signal quality metrics
can be implemented by sharing already deployed hardware,
as such a metric is usually already calculated (e.g., by the
decoder). Major advantage of these methods is that all effects
(e.g., synchronization error, channel estimation error, and
hardware defects) producing a loss in signal quality at the
equalizer output can be detected by the receiver itself. Hence,
it can take appropriate actions, for example, switching
to another antenna subset. Secondly, for the eigenvalue-
based approaches, which are solely based on the acquired
channel knowledge, efficient iterative algorithms exist to
determine the minimum or maximum eigenvalues of a
matrix. A possibly more efficient closed form calculation can
be perfomed, if some dimensional conditions of the matrix
are fulfilled. Nevertheless, they are quite sensitive to channel
estimation errors.

As indicated in this contribution, a fast and exact
acquisition of the channel knowledge is crucial for all
studied antenna subset selection methods. Especially, the
use of antenna selection schemes in higher-order MIMO
communications systems seems to be problematic, as they
often require a large overhead for acquiring the channel
knowledge.
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