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Recently, hearing aid systems where the left and right ear devices collaborate with one another have received much attention.
Apart from supporting natural binaural hearing, such systems hold great potential for improving the intelligibility of speech in the
presence of noise through beamforming algorithms. Binaural beamforming for hearing aids requires an exchange of microphone
signals between the two devices over a wireless link. This paper studies two problems: which signal to transmit from one ear to the
other, and at what bit-rate. The first problem is relevant as modern hearing aids usually contain multiple microphones, and the
optimal choice for the signal to be transmitted is not obvious. The second problem is relevant as the capacity of the wireless link is
limited by stringent power consumption constraints imposed by the limited battery life of hearing aids.
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1. Introduction

Modern hearing aids are capable of performing a variety of
advanced digital processing tasks such as amplification and
dynamic compression, sound environment classification,
feedback cancellation, beamforming, and single-channel
noise reduction. Improving the intelligibility and quality
of speech in noise through beamforming is arguably the
most sought after feature among hearing aid users [1].
Modern hearing aids typically have multiple microphones
and have been proven to provide reasonable improvements
in intelligibility and listening comfort.

As human hearing is binaural by nature, it is intuitive
to expect an improved experience by using one hearing aid
for each ear, and the number of such fittings has increased
significantly [2]. These fittings however have mostly been
bilateral, that is, two independently operating hearing aids
on the left and right ears. To experience the benefits of
binaural hearing, the two hearing aids need to collaborate
with one another to ensure that binaural cues are presented
in a consistent manner to the user. Furthermore, the larger
spacing between microphones in binaural systems compared
to monaural ones provides more flexibility for tasks such
as beamforming. Such binaural systems introduce new
challenges, for example, preserving binaural localization
cues such as interaural time and level differences, and the

exchange of signals between the hearing aids to enable
binaural processing. The former has been addressed in [3, 4].
The latter is the subject of this paper.

Binaural beamforming requires an exchange of signals
between the left and right hearing aids. A wired link between
the two devices is cumbersome and unacceptable from an
aesthetic point of view, thus necessitating a wireless link.
Wireless transmission of data is power intensive, and to
preserve battery life, it becomes important to limit the
number of bits exchanged over the link. A reduction in the
bit-rate affects the performance of the beamformer. This
paper investigates the relation between the transmission bit-
rate and beamformer performance.

In the absence of bit-rate constraints, a simple practical
scheme is to transmit all observed microphone signals from
one ear to the other, where they are fed into a beamformer
together with the locally observed signals to obtain an
estimate of the desired signal. In the presence of a limited
capacity link, however, an intelligent decision on what signal
to transmit is necessary to effectively utilize the available
bandwidth. Reduced bandwidth binaural beamforming algo-
rithms have been discussed in [5], but the relation between
bit-rate and performance was not studied.

An elegant theoretically optimal (in an information-
theoretic sense) transmission scheme is presented in [6],
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where the hearing aid problem is viewed as a remote Wyner-
Ziv problem, and the transmitting device encodes its signals
such that the receiving device obtains the MMSE estimate of
the desired signal, with the locally observed signals at the left
device as side information. However, it requires knowledge
of the (joint) statistics of the signals observed at both the
receiving and transmitting ears, which are not available
in a hearing aid setup. A suboptimal but practical choice
presented in [7] and shown in Figure 1 is to first obtain
an estimate of the desired signal at the transmitting (right
ear in this example) device, and then transmit this estimate.
This choice is asymptotically (at infinite bit-rate) optimal
if the desired signal is observed in the presence of spatially
uncorrelated noise, but not when a localized interferer is
present.

From an information point of view, transmitting only
an estimate of the desired signal does not convey all the
information that could be used in reconstructing the desired
signal at the receiving (left ear) device. Specifically, lack of
information about the interferer in the transmitted signal
results in an inability to exploit the larger left-right micro-
phone spacing (provided by the binaural setup) to cancel the
interferer. This paper proposes and investigates two practical
alternatives to circumvent this problem. The first approach
is to obtain an estimate of the interference-plus-noise at the
right hearing aid using the right ear microphone signals,
and transmit this estimate to the left device. This scheme
is similar to the one in Figure 1, except that the signal
being estimated at the right ear is the undesired signal.
Intuitively, this would enable better performance in the
presence of a localized interferer as both the locally available
microphone signals and the received signal can be used in the
interference cancellation process, and this is indeed observed
for certain situations in the simulations described later in the
paper.

Following the information point of view one step further
leads to the second scheme proposed in this paper, which is
to just transmit one or more of the right ear microphone
signals at rate R, as shown in Figure 2. The unprocessed
signal conveys more information about both the desired and
the undesired signal, although potentially requiring a higher
bit-rate. What remains to be seen is the trade-off between
rate and performance.

This paper provides a framework to quantify the perfor-
mance of the two above-mentioned beamforming schemes
in terms of the rate R, the location of the desired source
and interferer, and the signal-to-interference ratio (SIR). The
performance is then compared to both the optimal scheme
discussed in [6] and the suboptimal scheme of Figure 1 at
different bit-rates.

For the two-microphone system in Figure 2, given a
bit-rate R, another possibility is to transmit each of the
two right ear microphone signals at a rate R/2. This is
however not considered in this paper for the following
reason. In terms of interference cancellation, even at infinite
rate, transmitting both signals results only in a marginal
improvement in SIR compared to transmitting one signal.
The reason is that the left ear already has an endfire array.

Estimate
desired signal

Estimate
desired signal

Encode
at rate R

Left RightOutput

Figure 1: The scheme of [7]. The desired signal is first estimated
from the right ear microphone signals, and then transmitted at
a rate R. At the left ear, the desired signal is estimated from the
received signal and the local microphone signals.

Estimate
desired signal

Encode
at rate R

Left RightOutput

Figure 2: One right ear microphone signal is transmitted at a rate
R. At the left ear, the desired signal is estimated from the received
signal and the local microphone signals.

A large gain results from the new broadside array that is
created by transmitting the signal observed at one right ear
microphone. Additionally transmitting the signal from the
second right ear microphone, which is located close to the
first microphone, provides only a marginal gain. Thus, in the
remainder of this paper, we only consider transmitting one
microphone signal from the right ear.

Another aspect of the discussion on the signal to
be transmitted is related to the frequency-dependence of
the performance of the beamformer, especially in systems
where the individual hearing aids have multiple closely
spaced microphones. These small microphone arrays on the
individual devices are capable of interference cancellation at
high frequencies but not at low frequencies where they have
a large beamwidth. As shown in [8], the benefit provided by
a binaural beamformer in terms of interference cancellation
is thus limited to the low-frequency part of the signal,
where the monaural array performs poorly. Moreover, due
to the larger size of the binaural array, spatial aliasing affects
performance in high frequencies. Motivated by these reasons,
this paper also investigates the effect of transmitting only the
low frequencies on the required bit-rate and the resulting
performance of the beamformer.

The remainder of this paper is organized as follows.
Section 2 introduces the signal model and the relevant
notation. The two rate-constrained transmission schemes
introduced in this paper are presented in Section 3. The
performance of the proposed and reference systems is
compared for different scenarios in Section 4. Concluding
remarks are presented in Section 5.
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2. Signal Model

Consider a desired source S(n) and an interfering source
I(n), in the presence of noise. The left ear signal model can
be written as

Xk
l (n) = hkl (n)� S(n) + gkl (n)� I(n)

+ Uk
l (n), k = 1 · · ·K ,

(1)

where hkl (n) and gkl (n) are the transfer functions between
the kth microphone on the left hearing aid and the desired
and interfering sources, respectively, Uk

l (n) is uncorrelated
zero-mean white Gaussian noise at the kth microphone on
the left hearing aid, K is the number of microphones on
the left hearing aid, n is the time index, and the operator
� denotes convolution. The different sources are assumed
to be zero-mean independent jointly Gaussian stationary
random processes with power spectral densities (PSDs)
ΦS(ω), ΦI(ω), and Φk

Ul
(ω), respectively. The above signal

model allows the consideration of different scenarios, for
example, desired signal in the presence of uncorrelated noise,
or desired signal in the presence of a localized interferer, and
so forth. Let

Skl (n) = hkl (n)� S(n) (2)

denote the desired signal at the kth microphone on the left
device and let

Wk
l (n) = gkl (n)� I(n) + Uk

l (n) (3)

denote the undesired signal. A similar right ear model
follows:

Xk
r (n) = hkr (n)� S(n)

︸ ︷︷ ︸

Skr (n)

+ gkr (n)� I(n) + Uk
r (n)

︸ ︷︷ ︸

Wk
r (n)

, k = 1 · · ·K ,
(4)

where the relevant terms are defined analogously to the left
ear. The following assumptions are made for simplicity:

Φk
Ul

(ω) = Φk
Ur

(ω) = ΦU(ω), k = 1 · · ·K. (5)

Let Xl(n) = [X1
l (n), . . . ,XK

l (n)]T , and Xr(n) =
[X1

r (n), . . . ,XK
r (n)]T . The vectors Ul(n) and Ur(n) are

defined analogously. For any X(n) and Y(n), define ΦXY (ω)
to be their cross PSD. As Uk

l (n) and Uk
r (n) correspond to

spatially uncorrelated noise, the following holds:

ΦU
j
l U

k
l
(ω) = ΦU

j
r Uk

r
(ω) = 0, j, k = 1 · · ·K , j /= k,

ΦU
j
l U

k
r
(ω) = ΦU

j
r Uk

l
(ω) = 0, j, k = 1 · · ·K.

(6)

The PSD of the microphone signal Xk
l (n), is given by

ΦXk
l
(ω) =

∣

∣

∣Hk
l (ω)

∣

∣

∣

2
Φs(ω) +

∣

∣

∣Gk
l (ω)

∣

∣

∣

2
Φi(ω) + ΦU(ω),

(7)

where Hk
l (ω) is the frequency domain transfer function

corresponding to hkl (n), and Gk
l (ω) corresponds to gkl (n). An

analogous expression follows for ΦXk
r
(ω). The ( j, k)th entry

of the matrix ΦXl , which is the PSD matrix corresponding to
the vector Xl is given by

Φ
jk
Xl
= H

j
l (ω)Hk†

l (ω)Φs(ω) + G
j
l (ω)Gk†

l (ω)Φi(ω)

+ δ
(

j − k
)

ΦU(ω),
(8)

where the superscript † denotes complex conjugate trans-
pose.

3. What to Transmit

The problem is treated from the perspective of estimating
the desired signal at the left hearing aid. Assume that the
right hearing aid transmits some function of its observed
microphone signals to the left hearing aid. The left device
uses its locally observed microphone signals together with
the signal received from the right device to obtain an estimate
̂Sl of the desired signal Sl = S1

l (n) (the choice k = 1 is
arbitrary) at the left device. (The processing is symmetric and
the right device similarly obtains an estimate of S1

r (n).)
Denote the signal transmitted by the right device as

Xt(n), and its PSD by Φt(ω). The signal Xt(n) is transmitted
at a rate R to the left ear. Under the assumptions in the signal
model presented in Section 2, the following parametric rate-
distortion relation holds [9]:

R(λ) = 1
4π

∫∞

−∞
max

(

0, log2
Φt(ω)
λ

)

dω,

D(λ) = 1
2π

∫∞

−∞
min(λ,Φt(ω))dω,

(9)

where the rate is expressed in bits per sample. The distortion
here is the mean-squared error (MSE) between Xt(n) and its
reconstruction. Equation (9) provides the relation between
the number of bits R used to represent the signal and the
resulting distortion D in the reconstructed signal. As the
relation between R and D cannot be obtained in closed
form, it is expressed in terms of a parameter λ. Inserting a
particular value of λ in (9) results in certain rate R and a
corresponding distortion D. An R-D curve is obtained as λ
traverses the interval [0, ess sup Φt(ω)], where ess sup is the
essential supremum.

Note that Xt(n) is quantized without regard to the final
processing steps at the left ear, and without considering
the presence of the left microphone signals. Incorporating
such knowledge can lead to more efficient quantization
schemes, for example, by allocating bits to only those
frequency components of Φt(ω) that contribute to the
estimation of Sl(n). Such schemes however as mentioned
earlier are not amenable to practical implementations as the
required statistics are not available under the nonstationary
conditions encountered in hearing aid applications.

Let the right device compress Xt(n) at a rate R bits
per sample, which corresponds to a certain λ and a dis-
tortion D. The signal received at the left ear is depicted in
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Gaussian noise with PSD

max
(

0, λ0
Φt(ω)− λ0

Φt(ω)

)

Xt(n) B(ω) = max
(

0,
Φt(ω)− λ0

Φt(ω)

)

˜Xt(n)

Figure 3: The forward channel representation.

Figure 3 using the forward channel representation [9]. The
signal ˜Xt(n) is obtained by first bandlimiting Xt(n) with a
filter with frequency response

B(ω) = max
(

0,
Φt(ω)− λ

Φt(ω)

)

, (10)

and then adding Gaussian noise with PSD given by

ΦZ(ω) = max
(

0, λ
Φt(ω)− λ

Φt(ω)

)

. (11)

Note that using such a representation for ˜Xt(n) in the analysis
provides an upper bound on the achievable performance at
rate R. Define

X(n) =
[

XT
l (n), ˜XT

t (n)
]T

. (12)

The MMSE estimate of the desired signal Sl is given by

̂Sl = E{Sl | X}, (13)

and the corresponding MSE by

ξ(R) = 1
2π

∫ 2π

0

[

ΦSl (ω)−ΦSlX(ω)Φ−1
X (ω)ΦXSl (ω)

]

dω,

(14)

where ΦSl (ω) = |H1
l (ω)|2Φs, ΦSlX(ω) =

[ΦSlXl (ω),ΦSl ˜Xt
(ω)], and ΦX is the PSD matrix

corresponding to the vector X. The MSE ξ(R) can be
rewritten in an intuitively appealing form in terms of the
MSE resulting when estimation is performed using only Xl

and a reduction term due to the availability of the innovation
process Xi = Xt − E{Xt | Xl}. The following theorem follows
by applying results from linear estimation theory [10,
Chapter 4].

Theorem 1. Let Xi = Xt − E{Xt | Xl}. Xi represents the
innovation or the “new” information at the left ear provided
by the wireless link. Then, the MSE ξ can be written as

ξ(R) = ξl − 1
2π

∫ 2π

0

[

ΦSl (ω)− ξlr(ω)
]

dω, (15)

where

ξl = 1
2π

∫ 2π

0

[

ΦSl (ω)−ΦSlXl (ω)Φ−1
Xl

(ω)Φ†
SlXl

(ω)
]

dω (16)

is the error in estimating Sl from Xl alone, and

ξlr(ω) = ΦSl (ω)−ΦSlXi(ω)Φ−1
Xi

(ω)Φ†
SlXi

(ω) (17)

is the error in estimating Sl from Xi.

The MSE resulting from the two proposed schemes
discussed in Section 1 can be computed by setting Xt(n)
appropriately, and then using (14). In the first scheme, an
estimate of the undesired signal obtained using Xr(n) is
transmitted to aid in better interference cancellation using
the larger left-right microphone spacing. The resulting MSE
is given by

ξint(R) = ξ(R)
∣

∣

Xt=E{W1
r |Xr}. (18)

In the second scheme, one of the raw microphone signals at
the right ear, without loss of generality X1

r (n), is transmitted.
The resulting MSE is given by

ξraw(R) = ξ(R)
∣

∣

Xt=X1
r
. (19)

As an example, the relevant entities required in this case
(Xt = X1

r ) to compute the MSE using (14) are given as
follows:

B(ω) = max

(

0,
Φ1

r (ω)− λ

Φ1
r (ω)

)

,

ΦZ(ω) = max

(

0, λ
Φ1

r (ω)− λ

Φ1
r (ω)

)

,

ΦSlX(ω) =
[

H1
l (ω)H†

l (ω)Φs(ω),B(ω)H1
l (ω)H1†

r (ω)Φs(ω)
]

,

ΦX =
⎛

⎝

ΦXl ΦXl ˜Xt

Φ
˜XtXl

Φ
˜Xt

⎞

⎠,

(20)

where the submatrix ΦXl in (20) is given by (8), the PSD
Φ
˜Xt

(ω) of the received signal ˜Xt(n) is given by

Φ
˜Xt

(ω) = |B(ω)|2ΦX1
r
(ω) + ΦZ(ω), (21)

and the cross PSD ΦXl ˜Xt
is given by

ΦXl ˜Xt
= B(ω)

(

Hl(ω)H1†
r (ω)Φs(ω) + Gl(ω)G1†

r (ω)Φi(ω)
)

,

(22)

with Hl(ω) = [H1
l (ω), . . . ,HK

l (ω)]T and Gl(ω) =
[G1

l (ω), . . . ,GK
l (ω)]T . The MSEs ξint(R) and ξraw(R) are

evaluated for different bit-rates and compared to ξopt(R),
which is the MSE resulting from the optimal scheme of [6],
and ξsig(R), which is the MSE resulting from the reference
scheme [7], where a local estimate of the desired signal is
transmitted.

Before analyzing the performance as a function of
the bit-rate, it is instructive to examine the asymptotic
performance (at infinite bit-rate) of the different schemes.
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An interesting contrast results by studying the case when only
one microphone is present on each hearing aid, and the case
with multiple microphones on each device. It is convenient to
formulate the analysis in the frequency domain. In the single
microphone case, the transmitted signal can be expressed as
Xt(ω) = A(ω)X1

r (ω), where Xt(ω) and X1
r (ω) are obtained

by applying the discrete Fourier transform (DFT) to the
respective time domain entitiesXt(n), andX1

r (n), andA(ω) is
a nonzero scalar. In the method of [7] where a local estimate
of the desired signal is transmitted, A(ω) = ΦSlXr (ω)Φ−1

Xr
(ω).

Note that in the single-microphone case, Xr(ω) = X1
r (ω). In

the first proposed scheme where an estimate of the undesired
signal is transmitted, A(ω) = ΦWrXr (ω)Φ−1

Xr
(ω), and in the

second proposed scheme where the first microphone signal
is transmitted, A(ω) = 1.

For the estimation at the left ear using both the locally
observed signal and the transmitted signal, it can readily be
seen that

E
{

Sl(ω) | X1
l (ω),A(ω)X1

r (ω)
}

= E
{

Sl(ω) | X1
l (ω),X1

r (ω)
}

,

(23)

where Sl(ω) and X1
l (ω) are obtained from their respective

time domain entities Sl(n) and X1
l (n) by applying the DFT.

Thus, at infinite-rate in the single-microphone case, all
three schemes reach the performance of the optimal scheme
where both microphone signals are available at the left ear,
regardless of the correlation properties of the undesired
signals at the left and right ear.

The case when each hearing aid has multiple micro-
phones, however, offers a contrasting result. In this case,
the transmitted signal is given by Xt(ω) = A(ω)Xr(ω),
where A(ω) is a 1 × K vector and assumes different values
depending on the transmission scheme. Here, Xt(ω) is a
down-mix of K different signals into a single signal, resulting
in a potential loss of information since in a practical
scheme the down-mix at the right ear is performed without
knowledge of the left ear signals. In this case, even at
infinite bit-rate, the three schemes may not achieve optimal
performance. One exception is when the undesired signal at
the different microphones is uncorrelated, and transmitting
a local estimate of the desired signal provides optimal
performance, asymptotically.

4. Performance Analysis

In this section, the performance of the different schemes
discussed above is compared for different locations of the
interferer, different SIRs, and as a function of the bit-
rate. All the involved PSDs are assumed to be known to
establish theoretical upper bounds on performance. First,
the performance measure used to evaluate the different
schemes is introduced. The experimental setup used for the
performance analysis is then described. Two cases are then
considered: one where the desired signal is observed in the
presence of uncorrelated (e.g., sensor) noise, and the second
where the desired signal is observed in the presence of a
localized interferer in addition to uncorrelated noise.

4.1. Performance Measure. As in [6, 7], the performance gain
is defined as the ratio between the MSE at rate 0 and the MSE
at rate R:

G(R) = 10 log10
ξ(0)
ξ(R)

, (24)

which represents the gain in dB due to the availability of the
wireless link. The quantities Gopt(R), Gsig(R), Gint(R), and
Graw(R), corresponding to the four different transmission
schemes, are computed according to (24) from their respec-
tive average MSE values ξopt(R), ξsig(R), ξint(R), and ξraw(R).
ξ(0) remains the same in all four cases as this corresponds to
the average MSE at rate zero, which is the MSE in estimating
the desired signal using only the microphone signals on the
left ear.

4.2. Experimental Setup. In the analysis, the number of
microphones on each hearing aid was set to a maximum
of two, that is, K = 2. Simulations were performed both
for K = 1 and K = 2. The spherical head shadow model
described in [11] was used to obtain the transfer functions
Hk

l (ω), Hk
r (ω), Gk

l (ω), and Gk
r (ω), for k = 1, 2. The distance

between microphones on a single hearing aid was assumed to
be 0.01 m. The radius of the sphere was set to 0.0875 m. The
desired, interfering, and noise sources were assumed to have
flat PSDs Φs, Φi, and Φu, respectively, in the band [−Ω,Ω],
where Ω = 2πF, and F = 8000 Hz. Note that Φt is not flat
due to the nonflat transfer functions.

4.3. Desired Source in Uncorrelated Noise. The desired source
is assumed to be located at 0◦ in front of the hearing aid user.
This is a common assumption in hearing aids [1]. The signal-
to-noise ratio (SNR), computed as 10 log10Φs/Φu, is assumed
to be 20 dB. The SIR, computed as 10 log10Φs/Φi, is assumed
to be infinity, that is, Φi = 0. Thus the only undesired signal
in the system is uncorrelated noise.

Figure 4(a) plots the gain due to the availability of the
wireless link for K = 1; that is, each hearing aid has
only one microphone. Gsig(R), Gint(R), and Graw(R) are
almost identical, and reach Gopt(R) at R = ∞, as expected
from (23). At low rates, the theoretically optimal scheme
Gopt(R) performs better than the three suboptimal schemes
as it uses information about signal statistics at the remote
device. The gain is 3 dB, corresponding to the familiar
gain in uncorrelated noise resulting from the doubling
of microphones from one to two. Clearly, in this case
transmitting the raw microphone signal is a good choice as
the computational load and delay in first obtaining a local
estimate can be avoided.

Figure 4(b) plots the gain for K = 2, and as discussed at
the end of Section 3, the contrast with K = 1 is evident. At
high rate, both Gopt(R) and Gsig(R) approach 3 dB, again due
to a doubling of microphones, now from two to four. Graw(R)
saturates at a lower value as there are only three microphone
signals available for the estimation. Finally, transmitting an
estimate of the undesired signal leads to zero gain in this
case as the noise is spatially uncorrelated, and thus the
transmitted signal does not contribute to the estimation of
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Figure 4: Performance gain for the three schemes when a desired
signal is observed in the presence of uncorrelated noise (i.e., SIR =
∞). (a) K = 1, (b) K = 2.

the desired signal at the left ear. It is interesting to note that
for K = 1, transmitting an estimate of the undesired signal
led to an improvement, which can be explained by (23).

When comparing the results for K = 1 with K = 2,
it needs to be noted that the figures plot the improvement
compared to rate R = 0 in each case, and not the absolute
SNR gain. This applies to the results shown in the subsequent
sections as well. For uncorrelated noise, the absolute SNR
gain at infinite bit-rate in the four microphone system
compared to the SNR at a single microphone is 6 dB with
K = 2 and 3 dB with K = 1.

Left Right

Desired
source at 0◦Interferer

at 30◦
Interferer

at −30◦

Figure 5: Location of desired and interfering sources. For an
interferer located at 30◦, the SIR at the left ear is lower than at the
right ear due to head shadow.

4.4. Desired and Interfering Sources in Uncorrelated Noise.
The behavior of the different schemes in the presence of a
localized interferer is of interest in the hearing aid scenario.
As before, a desired source is assumed to be located at 0◦

(front of the user), and the SNR is set to 20 dB. In addition,
an interferer is assumed to be located at −30◦ (i.e., front,
30◦ to the right, see Figure 5), and the SIR is set to 0 dB.
Figure 6 compares the four schemes for this case. For K = 1,
Figure 6(a) shows that the different schemes exhibhit similar
performance.

For K = 2, Figure 6(b) provides useful insights. It is
evident from the dotted curve that transmitting an estimate
of the desired signal leads to poor performance. Transmitting
an estimate of the interferer, interestingly, results in a higher
gain as seen from the dash-dot curve and can be explained
as follows. At high rates, the interferer is well preserved
in the transmitted signal. Better interference suppression
is now possible using the binaural array (larger spacing)
than with the closely spaced monaural array, and thus the
improved performance. Transmitting the unprocessed signal
results in an even higher gain Graw(R) that approaches the
gain resulting from the optimal scheme. In this case, not
only is better interference rejection possible but also better
estimation of the desired signal as the transmitted signal
contains both the desired and undesired signals. Again, it is
important to note that the figure only shows the gain due to
the presence of the wireless link, and not the absolute SNR
gain, which is higher for K = 2 than for K = 1 due to the
higher number of microphones.

Figure 7 considers the case when the interferer is located
at 30◦ instead of −30◦, which leads to an interesting result.
Again, we focus on K = 2. The behavior of Gopt(R) and
Graw(R) in Figure 7(b) is similar to Figure 6(b), but the
curves Gsig(R) and Gint(R) appear to be almost interchanged
with respect to Figure 6(b). This reversal in performance can
be intuitively explained by the head shadow effect. Note that
the performance gain is measured at the left ear. When the
interferer is located at 30◦, the SIR at the left ear is lower
than the SIR at the right ear as the interferer is closer to
the left ear, and shadowed by the head at the right ear; see
Figure 5. Thus at the right ear, it is possible to obtain a
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Figure 6: Performance gain for the different schemes when a
desired signal is observed in the presence of uncorrelated noise at
20 dB SNR, and an interfering source at 0 dB SIR located at −30◦.
(a) K = 1, (b) K = 2.

good estimate of the desired signal but not of the interferer.
So, transmitting an estimate of the desired signal leads to
better performance than transmitting an estimate of the
interferer. For an interferer located at −30◦, the interference-
to-signal ratio is higher at the right ear, and thus it is possible
to obtain a better estimate of the interferer than possible
at the left ear. Transmitting this estimate to the left ear
provides information that can be exploited for interference
cancellation.

From the above analysis, it can be concluded that a
decision on which signal to transmit needs to be made
depending on the SIR. At high SIRs (SIR = ∞ in the limit,
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Figure 7: Performance gain for the different schemes when a
desired signal is observed in the presence of uncorrelated noise at
20 dB SNR and an interfering source at 0 dB SIR located at 30◦. (a)
K = 1, (b) K = 2.

thus only uncorrelated noise), transmitting an estimate of the
desired signal is better than transmitting the raw microphone
signal. At low SIRs, the converse holds. A simple rule of
thumb is to always transmit the unprocessed microphone
signal as the penalty at high SIRs is negligible (see Figure 4)
compared to the potential gains at low SIRs (see Figures
6 and 7). In addition, such a scheme results in a lower
computational load and reduced delay.

It may be noted that this paper considers theoretical
upper bounds on the performance of the different schemes.
In a practical scheme where the unprocessed signal is coded
and transmitted, only the PSD of the noisy signal is required.
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Figure 8: Performance gain for the different schemes when a
desired signal is observed in the presence of uncorrelated noise
at 20 dB SNR, K = 2, and only the low-frequency portion is
transmitted (below 4 kHz). (a) Interfering source at 0 dB SIR
located at 30◦. (b) Interfering source at 0 dB SIR located at 120◦.

On the other hand, the values of Gsig(R) and Gint(R) could
be lower in practice than the presented theoretical upper
bounds as they depend on knowledge of the PSD of the
desired and interfering sources, respectively, which need to
be estimated from the noisy signal. This makes transmitting
the unprocessed signal an attractive choice.

4.5. Transmitting Only Low Frequencies. It is well known that
a closely spaced microphone array offers good performance

at high frequencies, and an array with a larger microphone
spacing performs well at low frequencies. This observation
can be exploited in binaural beamforming [8]. Figure 8
depicts the performance when only the low-frequency con-
tent of one microphone signal (up to 4 kHz) is transmitted
from the right ear. As Graw(R) provided the best performance
in the analysis so far, only this scheme is considered in
this experiment. Each hearing aid is assumed to have two
microphones. At the left ear, the low-frequency portion of
the desired signal is estimated using the two locally available
microphone signals and the transmitted signal. The high-
frequency portion is estimated using only the local signals.

The gain achieved in this setup at a rate R is denoted G
lp
raw(R).

When an interferer is in the front half plane at, for exam-
ple, 30◦ as in Figure 8(a), transmitting the low-frequency
part alone results in poor performance. This is because the
small microphone array at the left ear cannot distinguish
between desired and interfering sources that are located close
together. In this case, the binaural array is useful even at high
frequencies. When the interferer is located in the rear half
plane at, for example, 120◦ as in Figure 8(b), transmitting
just the low-frequency part results in good performance.

G
lp
raw(R) reaches its limit at a lower bit-rate than Graw(R)

as the high-frequency content need not be transmitted. At

infinite bit-rate, G
lp
raw(R) is lower than Graw(R), but such a

scheme allows a trade-off between bit-rate and performance.

5. Conclusions

In a wireless binaural hearing aid system where each hearing
aid has multiple microphones, the choice of the signal that
one hearing aid needs to transmit to the other is not obvious.
Optimally, the right hearing aid needs to transmit the part
of the desired signal that can be predicted by the right ear
signals but not the left ear signals, and vice versa for the
left device [6]. At the receiving end, an estimate of the
desired signal is obtained using the signal received over the
wireless link and the locally observed signals. However, such
an optimal scheme requires that the right device is aware of
the joint statistics of the signals at both the left and right
devices, which is impractical in the nonstationary conditions
encountered in hearing aid applications. Suboptimal practi-
cal schemes are thus required.

Transmitting an estimate of the desired signal obtained
at one hearing aid to the other is asymptotically optimal
when the only undesired signal in the system is spatially
uncorrelated noise [7]. In the presence of a localized
interfering sound source the undesired signal is correlated
across the different microphones and it has been seen that
such a scheme is no longer optimal. Two alternative schemes
have been proposed and investigated in this paper. The
first is transmitting an estimate of the undesired signal,
which performs better than transmitting an estimate of the
desired signal depending on the location of the interfering
sound source. The second is to simply transmit one of the
unprocessed microphone signals from one device to the
other. In the presence of a localized interferer or equivalently
at low SIRs, the second scheme provides a significant gain
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compared to the other suboptimal schemes. In the presence
of uncorrelated noise or equivalently at high SIRs, however,
there is approximately a 1 dB loss in performance compared
to the method of [7]. While it is possible to change the
transmission scheme depending on the SIR, a simple rule
of thumb is to always transmit the unprocessed microphone
signal as the penalty at high SIRs is negligible (see Figure 4)
compared to the potential gains at low SIRs (see Figures
6 and 7). Furthermore, not having to obtain an estimate
before transmission results in a lower computational load,
and reduced delay, both of which are critical in hearing aid
applications. It is to be noted that the results discussed in
this paper apply when only a single interferer is present.
Performance in the presence of multiple interferers is a topic
for further study.

As a microphone array with a large interelement spacing
as in a binaural hearing aid systems performs well only
in the low frequencies, the effect of transmitting only the
low-frequency content from the right hearing aid was also
investigated. For interferers located in the rear half plane,
a lower bit-rate is sufficient to maintain a similar level
of performance as when the whole frequency range is
transmitted. As the entire frequency range is not transmitted,
the asymptotic performance is lower than the full-band
transmission. Such a scheme, however, provides a trade-off
between the required bit-rate and achievable beamforming
gain.
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