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channel model or based on measurement data.
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1. Introduction

The application of multiple antennas in multiuser com-
munications leads to the need for cross-layer design and
channel-aware scheduling [1, 2]. Furthermore, the number
of antennas at the mobile user terminal is typically quite
limited due to the weight and power requirements. The
restrictions at the access point are fortunately less severe.
To fully exploit the potential of multiple-input multiple-
output (MIMO) systems, multiple users should be served
simultaneously in the same spectrum.

The sum capacity and the capacity region of the MIMO
broadcast channel with perfect channel state information
(CSI) and nonlinear dirty-paper precoding (DPC) are
studied in [3]. DPC presubstracts multiuser interference
to precode multiple users simultaneously, and is shown
to be a capacity achieving strategy in MIMO broadcast
channel, although its complexity is prohibitively high. Even
its suboptimal greedy variant [4] is difficult to implement

in practice, especially when the number of user terminals is
large.

One simpler alternative to serve multiple users simul-
taneously is the so called random unitary beamforming
[5], which is based upon the widely used principle of
opportunistic beamforming [6]. A set of randomly generated
but mutually orthogonal beamformers serve several users
in an opportunistic fashion. For the sum capacity of the
MIMO broadcast channel, random unitary beamforming
achieves the same scaling with the number of users as
DPC [7]. Unfortunately, the performance of random unitary
beamforming degrades quickly with decreasing number of
users or increasing number of transmit antennas.

Recently, user selection schemes combined with different
linear precoding strategies have been proposed that also
achieve the same scaling as the sum capacity of the MIMO
broadcast channel, such as the work in [8, 9]. Simplified
variants of opportunistic scheduling have been proposed
in [10, 11]. These schemes achieve a significant fraction of



the sum capacity, especially for large number of users. At the
same time, they also maintain relatively low computational
complexity, except for those based on greedy user selection
(9, 12].

In this work, we consider the performance of several
different user selection schemes combined with a partic-
ular linear precoding strategy: the so-called max-min fair
beamformer [13, 14]. The max-min fair beamformer jointly
maximizes each user’s SINR to meet their individual hard
SINR target for nonelastic traffic, and at the same time
minimizes the total transmit power at the access point. This
type of linear precoding has different objectives compared to
precoders maximizing achievable sum rate (such as [15]), or
simpler versions of the zero-forcing beamformer achieving
the same sum rate asymptotically (such as [1, 8]).

The main contributions of this paper are as follows:

(1) characterizing in closed form the minimum power
needed for max-min fair beamformer when two users
are selected by different user selection schemes in
high SNR regime,

(2) establishing the asymptotic optimality of opportunis-
tic norm-based user selection when two users are
selected, in the context of hard SINR requirements.
This complements the well known result of sum rate,

(3) verifying the asymptotic optimality by simulations
based on real measurement data. Only insignificant
performance degradation is observed comparing to
the promised asymptotic optimality.

The paper is structured as follows. In Section 2, a brief
description of the considered max-min fair beamforming
system and the related system parameters is given. In
Section 3, different user selection methods are revisited,
including the opportunistic norm-based user selection.
System performance as well as asymptotic optimality of
opportunistic norm-based user selection are analyzed in
Section 4, and the results are illustrated with experimental
data in Section 5. Conclusions are drawn in Section 6.

Uppercase and lowercase boldface denote matrices and
vectors respectively. The operator () is the Hermitian
transpose, (-) is the complex conjugate, || - || and | - | denotes
the ¢, norm and the Cardinality, respectively. The scaling
notation x(N) ~ y(N) indicates that limy - «x(N)/y(N) is
a finite constant.

2. System Model and Problem Statement

2.1. System Setup. For simplicity, we consider a single carrier
downlink system with a single access point and K users. The
system feedback load is expected to be low, so only a fixed
modulation and coding scheme (MCS) is used together with
power control. The system is homogeneous, which means the
long term average SNR for each user is the same. Each user
also has a hard SINR requirement.

The system has an opportunistic norm-based user selec-
tion design. First, the access point sends out common pilot
sequences. All K user terminals feed back their own channel
norms. The access point selects K; users opportunistically
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with regard to their channel norms. Then, the K selected
users feed back full CSI. (In practice, limited feedback
should be considered for the selected users because full
feedback even for a small number of selected users is difficult
to implement. The detailed discussion of limited feedback
schemes is out of the scope of this paper. A comprehensive
overview can be found in [16], especially for reduced-
feedback opportunistic schemes such as [17].) The access
point optimizes max-min fair beamformer for each user to
alleviate multiuser interference. This setup is similar to the
system discussed in [10, 18, 19] and can be summarized as
follows

(1) the access point sends out common pilot sequences.
The user terminals feed back their own channel
norms,

(2) the access point selects users opportunistically with
the K; largest channel norms,

(3) the selected users feed back full CSI,

(4) the access point optimizes max-min fair beamform-
ers.

In this setup, the opportunistic norm-based user selec-
tion is based on channel norms instead of SINR, because
optimized max-min fair beamformers in the last step will
significantly reduce the interference, and the a priori SINR
information will be obsolete. This is different from the ran-
dom opportunistic beamforming [5] where the beamformers
remain the same, and user selection by a priori SINR is
reasonable.

No fairness is explicitly considered in scheduling users
for the sake of simplicity, but it is an important issue
especially for nonelastic traffic or heterogeneous channels.
Just as [8], this system setup can also be readily modified
with the proportional fair scheduling [6] or the score-based
scheduling [20].

2.2. Signal Model. The access point is assumed to have N
transmit antennas (N > 3) (This assumption will be justified
later in the analysis section.) while each user has only a
single receive antenna. The carrier is modeled as a narrow
band quasi static channel and the corresponding baseband
received signal for user i is

Vi Zh{-IZWij‘FI’li, (1)
JjES

where for user i, h; € CV*! is the baseband channel from the
access point and has independent and identically-distributed
(i.i.d.) elements distributed as CN(0,1); the transmitted
signal is a zero-mean unit-energy uncorrelated scalar x;, that
is, E{x;x{} = 1, and the beamformer at the access point is
w; € CV¥!. The noise n; is modeled as an additive white
Gaussian noise with variance 2. Only a portion out of the
K wusers is selected to access the channel at any transmission
burst. Also 4 is the set of indices of those selected users, and
|8] = K. Furthermore, it is assumed that each user terminal
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knows its own channel perfectly. It follows directly that the
SINR for user i is

2

ot

) .
H
ZiEJ\{i} HWJ h,H + 0’2

SINR;({w;}) = (2)

The max-min fair beamformers are optimized to jointly
maximize each user’s SINR to meet the same SINR target p
and minimize the total transmit power, > ;c¢ Ilw;l|?, at the
access point [13]. More exactly, for fixed MCS, the max-min
fair beamforming is defined as the solution to the following
optimization problem:

minimize > [w;l|®
W ics (3)
subject to  SINR; = p, Vie 4.

This type of beamforming is of interest to operators as it
minimizes the interference and reduces the radiation power
while maintaining targeted data rate. If the selected users’
indices set 4 is determined, the max-min fair beamformer
optimization problem (3) can be solved efficiently [21],
although it is nonlinear and nonconvex.

The problem studied in this paper is user selections
combined with such max-min fair beamforming. However,
it is not trivial to optimally and efficiently select K, users
from the K candidates for each transmission burst. Such
optimization problem can be generally described without
limiting to any specific user selection method as

e 2
minimize Wi
e ,ezg llwill

subject to  [4] = K; 4)

SINR,‘({W,‘}) = p, Vie 4.

In some cases, even the number of selected users are also
optimized in user selection problems, but K; is assumed to
be a predefined system parameter in this paper.

Problem (4) is hard to solve in general as it requires
combinatorial optimization over the user set, in additional
to the simpler max-min fair beamformer optimization. The
following section reviews four different user selection meth-
ods. The asymptotic optimality of the opportunistic norm-
based user selection will be established by the comparisons
of different methods and proper bounds.

3. Review of User Selection Methods

The simple but nonefficient optimal method to solve the
user selection part in Problem (4) is exhaustive search,
which tries all the possible combinatorial subsets of users
and chooses the optimal subset to minimize the total
transmit power. Obviously, its complexity is too high for
any practical implementation even when the number of
users is moderate. Thus, many other heuristic approaches

have been proposed to solve the user selection problem sub-
optimally but very efficiently. Four methods are reviewed
in the sequel: semiorthogonal user selection (SUS), angle-
based user selection (AUS), opportunistic norm-based user
selection (NUS), and random user selection (RUS).

3.1. Semiorthogonal User Selection (SUS). One way to ease
the beamforming optimization is to select the users whose
channels are as orthogonal as possible and also maintaining
as large channel gains as possible. More exactly, it selects
users one at a time, and each time it tries to maximize the
channel projection to the orthogonal subspace spanned by
the channels of all the users already selected. This is called
semiorthogonal user selection and has different variants,
such as [4, 8, 9, 22]. The uplink equivalent is discussed in
[23].

If the extra angle threshold parameter is ignored, a
simplified version of semiorthogonal user selection can be
described as in the following pseudocode description (cf.
(8]).

The SUS is a suboptimal user selection method and some
special properties can be observed:

(i) full CSI for all users has to be available at the access
point, which implies a high feedback requirement.

(ii) because projections are used during the selection,
SUS is sensitive to imperfect CSI, such as estimation
errors or even quantization errors.

(iii) even with the simplification in [8], projections have
to be calculated for several iterations for a large frac-
tion of users. This contributes to the computational
complexity of SUS. In recent work of [24], a very
nice technique was used to ease the complexity of
SUS, which makes SUS more attractive in practical
systems.

3.2. Angle-Based User Selection (AUS). When the channel
norms are ignored and only the orthogonality,that is, the
angle between the channels, is considered, the user selection
method simply chooses the strongest user first and then
selects other users one by one to maximize the angle between
the user’s channel and the subspace spanned by the channels
of all the users already selected. This is named angle-based
user selection, and can be described as in the following
pseudocode description.
The AUS shows similar properties as the SUS:

(i) full CSI for all users has to be available at the access
point to be able to calculate all the angles.

(ii) AUS is also sensitive to imperfect CSI.

(iii) similar to SUS, iterations are required in the selection
process.

(iv) because the channel norm is ignored, a user with
very poor SNR can potentially be selected. The
performance of AUS is therefore expected to be
inferior to SUS.
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(3)

(4)

(5)

Initialization

Select the first user

For each k € T, calculate

Select the additional user as

Repeat Steps 3 and 4 until |8 = K

T =1{1,...,K}, 8=0

7 = arg max||hy||
keT
§ = S u {n}, T

= T\ {n}, g. = h,

H
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8 = Su{n}, T =T\ {n}
| = K,.

ALGORITHM 1: Semiorthogonal.
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(2

(3)

(5)

Initialization
7 =1{1,...,K},
Select the first user
7 = arg max||hy|
keT

8§=0

8 <= S u{n},
For each k € T, calculate
[hi'h;|
g= Y o
jes [Tyl I1hy ]|
Select the additional user as
7 = arg ming
8§ <= S u{n}, T <= T\ {n}
Repeat Steps 3 and 4 until |$]| = K.

T <7\ {n}

ALGORITHM 2: Angle-based.

3.3. Opportunistic Norm-Based User Selection (NUS). When
the orthogonality is fully ignored and only the channel
norm is considered as the merit function to select users,
the user selection is much simpler: order the channel norms
in a descending order and pick the first K; users in an
opportunistic fashion. We name it opportunistic norm-
based user selection as opposed to the SUS and AUS. This
method can be described as in the following pseudocode
description.

Unlike the SUS or AUS, NUS has very distinctive
properties:

(i) no full CSI is required at the access point, the only
information required is the channel norm, which is
one quantized real number, from each user,

(ii) compared to SUS and AUS, which rely on computing
projections, NUS is relatively insensitive to channel
estimation errors or the quantization error,

(iii) no iterations are required during the selection,

(iv) contrary to AUS, user orthogonality is fully ignored
during the selection, so two highly collinear users
may be scheduled when their channel norms are
large. This indicates potential performance degrada-
tion.

3.4. Random User Selection (RUS). Another totally different
approach is to select users randomly. This simplest user
selection method can be described in a similar way as in the
following pseudocode description.

The RUS is the simplest selection method:

(1) no CSI is required at the access point,

(ii) as no CSI is considered during the user selection,
inferior performance can be expected compared to
the previous three selection methods,

(iii) RUS is a fair scheduling strategy.

4. Performance Analysis

The performance of different user selection methods is com-
pared in this section to establish the asymptotic optimality
of opportunistic norm-based user selection in connection
with max-min fair beamformer. The cases when K, = 2
are considered first and closed form solutions of the average
beamforming powers are obtained. (Note that a capacity-
achieving beamforming scheme will simultaneously transmit
N beams, which means N users should be selected (K; =
N). In our setup with max-min fair beamformer, the main
objective is to minimize transmit power while satisfying
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(1)  PFork=1,...,K,sortall ||hg||, such that
Thymll = llhee)ll = - - = [[hyxll = 0
(2) 8 =1{n(1),n(2),...,7(K)}
AvrgoriTHM 3: Opportunistic Norm-Based.
(1) Let {7(1),7(2),...,7(K;)} be a set of any K, random indices from {1,2,...,K}
(2)  8={n(1),7(2),...,7(K)}
ALGORITHM 4: Random.
SINR constraints for selected users with fixed MCS, not to where an  is a constant decided by N and K as
maximize rum-rate or other capacity related metrics. Hence ©  pmxyN-2
the case of K; = 2 is of interest to start with.) Based on the ANk = J K P(N,x)K_ldx, 9)
; D S o T(N)
solutions, opportunistic norm-based user selection is shown . _ .
to be asymptotically optimal in high SNR regime as N goes ~ and P(N,x) is the regularized gamma function [25].
to infinity. When K; = 3, the corresponding analytical proof )
Proof. See Appendix A. O

is still open due to lack of closed form solutions of average
beamforming powers.

4.1. Average Beamforming Power Comparison. When only
two users are selected for transmission in a single time slot,
K, = 2, the minimum transmit max-min fair beamforming
power p; in the solution of (3) can be expressed in closed
form as suggested in [14, Chapter 4.3.2]:

pt(a)hlwhz) = ZHWZHZ

i€d

02<p— 1+\/1+p2—2pcos(26)) s
- 25in (6)° ®

(e )
Ihyl>  [hyll* )

where 0 is the angle between h; and h, as defined in
Appendix A.

Combining the beamforming power expression above
with the angle and norm distributions based on the i.i.d.
Gaussian channel model, the average beamforming powers
for different user selection methods can be calculated.

Theorem 1. When the SINR target is large, that is, p > 1, the
average beamforming power for AUS is

Pa = PGZ(NI_ [t (1 - %)om,x) N _(ﬁ&l_)li) . 1; )
6

the average beamforming power for NUS is
2 N -1)K
Pn =P02<04N,K—1 - (1— E)“N,K)%, (7)
and the average beamforming power for RUS is

2
- 2
br=pr N2 (®)

The results of Theorem 1 agree very well with the
simulation results shown in Figures 1 and 2. Some key
observations include the following.

(i) Although Theorem 1 refers to very large SINR con-
straint, the results are valid for realistic choices of
smaller SINR as well, such as 10dB used in Figures
1and 2.

(ii) When N is reasonably large, the performance dif-
ference between SUS, NUS and AUS is small. In
Figure 1, the power difference between NUS and
SUS is less than 0.2 dB; and even the random RUS
performs relatively well, with a performance loss of
less than 1 dB.

(iii) When more users can be selected from, that is, larger
K, the performance differences are more noticeable
as in Figure 2.

Figure 1 also suggests that as N grows, the performance
difference between SUS and NUS vanishes. This observation
is explained by the asymptotic results in the following
section.

4.2. Asymptotic Optimality. When K; = 2, it is easy to obtain
a lower bound on the average max-min fair beamforming
power E{p;} for any user selection method by considering
a dummy second user, whose angle equals the maximal angle
chosen by AUS and whose channel norm equals the second
largest norm chosen by NUS, as illustrated in the following
lemma.

Lemma 2. When the SINR target is large, that is, p > 1,
there exists a lower bound p; for the average max-min fair
beamforming power E{p;} for any user selection method:

) 2 (N-1D(K-1K
p1 = po’ (ocN,Kfl - (1 - K)“N)K) (N-1)(K-1)-1
(10)




Average BF power (dBm)

N
A\ AUS -9~ NUS, sim
O NUS - RUS, sim
£-- RUS — SUS, sim
A AUS, sim

FIGURE 1: Average beamforming power versus N for different user
selection methods, K = 4, K, =2, ¢ =0.1, p = 10dB.
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- RUS —— SUS, sim
A AUS, sim

FIGURE 2: Average beamforming power versus K for different user
selection methods, N = 4, K, =2, ¢?> = 0.1, p = 10dB.

Proof. See Appendix B. O

Comparing this lower bound with the average max-
min fair beamforming powers for different user selection
methods in Theorem 1, and letting either the number of
antennas, N, or the number of users,K, go to infinity, the
asymptotic optimality of NUS and SUS can be established.

Theorem 3. When the SINR target is large, that is, p > 1,
and for fixed K, as N goes to infinity, the performance difference
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Average BF power (dBm)

— SUS
-©- NUS
~#— Lower bound

FIGURE 3: Asymptotic average beamforming power and lower
bound versus N for different K, K; = 2,0% = 0.1,p = 10dB.

between the lower bound p; and the NUS or SUS goes to zero
for max-min fair beamforming, that is,

lim&= limﬁzl.
N—ewp;  N—opj

(11)

However, for fixed N, NUS is bounded away from the lower
bound p; by a constant, as K goes to infinity:

lim 22 = 22 (12)
Proof. See Appendix B. (Note that (12) does not contradict
with the results from [5, 6] because of different system
models and optimization objectives used. The capacity
expressions based on the strict SINR constraints are some-
times called delay-limited capacity. Therefore, the asymptotic
results differ between ergodic and delay-limited capac-
ity.) O

Figures 3 and 4 demonstrate the asymptotic behavior of
NUS and SUS. The lower bound in Lemma 2 is very tight
even when N is small, indicating that NUS and SUS are close
to optimal even for small N. The performance of SUS is
difficult to analyze, but as it is bounded between NUS and the
lower bound, its performance can be roughly approximated
by the behavior of the lower bound and NUS.

Furthermore, in order to characterize the benefit of
adding additional transmit antennas at the access point,
several scaling laws of these average beamforming powers can
be established.

Lemma 4. When the SINR target is large, that is, p > 1,
and for a fixed K, as N grows, the average max-min fair
beamforming powers for AUS and RUS scale as 1/N, while the
average max-min fair beamforming powers for NUS and SUS
scale at least as fast as 1/N.
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FIGURE 4: Asymptotic average beamforming power and lower
bound versus K for different N, K; = 2,0% = 0.1,p = 10dB.
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FIGURE 5: Average beamforming power versus N for different user
selection methods, K = 8, K, =4, ¢> =0.1, p = 10dB.

Proof. See Appendix C. O

The analysis of different user selection methods pre-
sented above holds for the case K, = 2. If more than 2 users
are selected, closed form solutions are difficult to obtain.
However, when K, > 3, the user selection methods have
roughly similar relative performance relations, according to
our various observations.As examples, simulations shown
in Figures 5 and 6 demonstrate the case with K, = 4. In
Figure 5, NUS performs very close to SUS and the difference
is negligible when N = 10. In Figure 6, the performance
loss between NUS and SUS is less than 1dB for different
K, even when N is as small as 5. In the left half of the

Average BF power (dBm)

A~ AUS
-©- NUS

-=- RUS
— SUS

FIGURE 6: Average beamforming power versus K for different user.
N =5, K, =4, 0 =0.1, p = 10dB.

curves in Figure 6, where K is small, the performance loss
is even smaller. This is of practical significance. Because
the performance loss is negligible for the cases illustrated
above, it suffices to use the simple NUS scheme under certain
scenarios.

5. Experimental Data Verification

To further illustrate the performance of the opportunistic
norm-based user selection in a max-min fair beamform-
ing system, and to eliminate possible artifacts from the
i.i.d. channel model, real measurement data is used for
verification. The MIMO multiuser channel measurement at
2.45 GHz band was carried out in the David Packard Building
at Stanford University, which is a typical office building
scenario as shown in the map in Figure 7. The access point
transmitter (marked as a star in the map) is placed in front of
the main door in the hall and its antenna beams are directed
to the middle of the hall. Slowly moving (or stationary) user
terminals are placed in 8 different locations in the corridors.
Only non-line-of-sight (NLOS) channels are measured. The
system is a 3 X 1 MIMO system, that is, only one receive
antenna at the user terminals and three transmit antennas at
the access point. Detailed parameters for the measurement
can be found in Table 1.

The four different user selection algorithms are evaluated
on the channel measurements from this setup: SUS, NUS,
RUS and the optimal exhaustive search. The maximum
allowed transmit power is set to an extreme amount (As the
max-min fair beamformer will minimize the total transmit
power, an extreme high transmit power limit will eliminate
power clipping for the beamformer. No selected users will
be in outage due to insufficient transmit power available
for allocation. This assumption will ensure fair comparison
across different selection methods.) to avoid user outage
caused by transmit power clipping. SINR target is p = 5dB
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FiGureg 7: llustration of measurement building floor map.
TaBLE 1: Measurement parameters. and SUS perform very close to the optimal user selection
- - achieved by the exhaustive search. On average, NUS or SUS
environment indoor, NLOS . o o .
requires only 1.1% or 0.02% more power than the exhaustive
center .frequency 2.45GHz search respectively. This agrees with our previous theoretical
bandwidth 100 MHz development. When the access point is in the long corridor,
nr. of subcarriers lel the performance difference between NUS and SUS is more
nr. of users 8 visible than in the open hall setup, but still remains very
nr. of antennas on AP 3 small. This also essentially matches with the recent work
antenna spacing on AP 0.51 ULA reported in [27] based on K; = 2 and correlated channels.
type of antennas on AP sectorized (120°) However, in both cases, the RUS scheme requires far more
or. of antennas on user 1 power than the exhaustive search.

type of antennas on user omnidirectional disc cone

position of AP entrance hall
position of users corridors
nr. of snaps 1000

and the background noise level 6> = 1073, There are
8 users sharing each subcarrier, and 2 users are selected at
one time to communicate with on that frequency. For each
subcarrier, the optimized max-min fair beamforming powers
are averaged over 1000 channel realizations, and the same
comparisons are repeated for all 161 frequencies across the
100 MHz bandwidth. The experiment is repeated after the
access point is relocated into one of the long corridors to
mimic highly correlated transmission scenario (also cf. [26]).
Results are summarized in Table2 for the beamforming
powers averaged over the whole bandwidth under these two
different scenarios. In such typical indoor office situation,
corridors have the effect of isolating interferences for selected
users. Therefore the obtained results are similar to the
numerical simulations in Section 4 which is based on i.i.d.
Gaussian channels. In Table 2, NUS performs very close
to SUS for almost all the subcarriers. In fact, both NUS

The whole experiment is also repeated when 3 users
are selected, K, = 3, and the results are summarized in
Table 3. In this case, all spatial degrees of freedom are
used to accommodate three users, as there are only three
transmit antennas at the access point. The performance
of SUS is still quite close to the exhaustive search, but
NUS shows some degradation. In order to safely ignore
the orthogonality between users during the user selection
process, more transmit antennas are required, which is
suggested by Theorem 3. In practice, as shown in Tables 2
and 3, there should be at least one more transmit antenna
than the number of selected user. Such an extra antenna
is enough to bring the performance gap between NUS and
exhaustive search to a negligible level for max-min fair
beamforming systems.

6. Conclusion

We studied the performance of four user selection algorithms
for the MIMO broadcast channel, in conjunction with
the max-min fair beamforming that guarantees certain
SINR requirements under transmit power minimization.
It is shown that both the opportunistic norm-based user
selection (NUS) and the semiorthogonal user selection
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TaBLE 2: User selection comparison K = 2, average transmit power (dBm).

SUS NUS RUS Exhaustive Search
Hall TX 20.9235 21.0194 46.7641 20.9215
Corridor TX 25.6084 26.3677 49.9515 25.5762
TaBLE 3: User selection comparison K; = 3, average transmit power (dBm).
SUS NUS RUS Exhaustive Search
Hall TX 32.3481 36.9216 57.2865 31.9293
Corridor TX 34.4997 40.9564 60.3061 33.9473

(SUS) are asymptotically optimal, as the number of transmit
antennas goes to infinity when only two users are selected
in high SNR regime. Only insignificant performance loss is
observed when limited number of transmit antennas and/or
median range of users are available, which is confirmed by
simulations based on both the simple channel model and real
measurement data.

The good nonasymptotic performance of NUS is mainly
due to the fact that finding users with small interference
turns out to be easier than we expected (especially with
real measurement). Intuitively, the vector angle distribution
obtained in the appendix indicates that user channels tend
to be close to orthogonal very quickly as the number of
transmit antenna increases. (This intuitive argument is true
only if the total number of selected users is fixed while the
number of transmit antennas increases. When maximizing
system throughput is the objective, the number of selected
users will remain the same as the number of transmit
antennas, and increases together. In such systems setup, the
mentioned intuition might not hold.) We suggest that this
finding might be of interest in distributed indoor office
MIMO scenarios, where the isolation effect is beneficial.
Hence channel norms or SNRs could be the dominating
factor during user selection.

Appendices
A. Proof of Theorem 1

Define the angle between two complex vectors u,v € CN*!
as

|ufv]
lallllvi’

cos Oy = 0<0< g (A1)

It is easy to see the following three results.

Lemma 5. Whenu € CVN*! andv € CN*! have i.i.d. elements
distributed as CN (0, 1), the pdf of the angle 0(u, v) is

fa(8) = (2N — 2) cos(6) sin (6)*" . (A.2)

Lemma 5 simply follows from the fact that the random
variable cos?(0) is known to have Beta (1, N — 1) distribution
[28].

Similarly, when there are K random vectors uj, ..., ux,
and they are ordered by the norm, that is, [lu;[| > [luyl| >

-+« > |lugll, the maximal angle between u; and the rest of
the vectors can be defined as

¢ = max0O(u;,wy), i=2,...,K (A.3)
By simple derivation following the pdf relation as a function
of identically distributed random variables per [29], it is easy
to see

Lemma 6. When K random vectors v; € CN* have i.i.d.
elements distributed as CN(0,1), the maximal angle ¢ is
distributed as

fo(¢) = 2(N = 1)(K — 1) cos(¢) sin (¢)2(N*1)(K—1)—1.
(A.4)

In addition to the angle distributions, the vector norm
distribution is also obtained.

Lemma 7. When K random vectors u; € CN*! have i.i.d.
elements distributed as CN(0,1), the maximal squared €,
vector norm ||y ||? has cdf and pdf as (x = 0)

Fi(x) = P(N,x), (A.5)
—x,N—-1
filx) = Ker&) P(N, %)<, (A.6)

The second maximal squared £, vector norm ||uy||> has pdf as
(x=0)

e—xxN—l

I'(N)

f(x) = K(K - 1) (PN, ) 2 = P(N, )< "),

(A.7)
where P(N, x) is the regularized gamma function [25].

The proof of Lemma 7 is direct. The distribution of ||u;||?
is chi-square with 2N degree of freedom [25], so the cdf of
lu; 112 and [lu,||? is easily obtained by order statistics relation
[29].

When the SINR target is large, that is, p > 1,
the beamforming power in (5) averaged over the channel
realizations can be written as

[E{pt(eahl)hZ)}
po’

- [E{sinz(e)}<[E{ ||ht||2} +E{ ||h1||2}>' o
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For AUS, [/h, || is the largest norm in Step 2. The angle 6
is the largest angel between h; and other channel vectors, so
its pdf is fy(6). Due to the independence between the angle
and the norm, |lh; || is any channel norm from the K users
except the largest one. The average beamforming power is
therefore

Pa = E{p:(6,h1, )} = q1(q2 + q3), (A.9)
where
po’
=E N A.10
BEEEl A
Q@ = { ||h1\|2 | [Ihil| is the largest norm} (A.11)
q = [E{ ||h1\|2 | [hi]] is not the larges tnorm} (A.12)

In what follows, we will calculate g1, >, and g3 separately.
It is not difficult to see that when N = 3, K = 2, the
expectation

0 =p[ s

, (N-1)(K-1)

) (A.13)
(N-1)(K-1)-1
“1
Q= J *fl(X)dx = ANk,
0 X
where f1(x) is given in (A.6).
Similarly, we have
K 1
%= (N-1)(K-1) - K — 10(N,K’ (A.14)
and finally
_ az( 1 +(173) ) (N-DK
Pa=p N -1 KOCN,K (N—l)(K—l)—l'
(A.15)

For NUS, it is clear that [|h, || is the largest norm, [|hy]| is
the second largest norm, and 6 is independently distributed
with fp(0). The average beamforming power is therefore

pn = [E{pt(eahlahZ)} = qS(qZ +q6)’
where g is defined in (A.11) and

po’
=F ,
o {sinz(()) }

qe = [E{ ||h1||2 | |Ih;]|? is the second largest norm}.

(A.16)

(A.17)

More exactly, when N > 3, the first expectation is

qs = po J

fg(x)dx = po? 2N =

N_2 (A.18)
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and the second expectation is

*1
%=L;ﬁmM=meq—m—nw& (A.19)

where f,(x) is defined in (A.7). Hence

oo = (1= 2 o) DK
Pn=p N,K-1 K)NK TN,

For random user selection, the squired norm | h;|?
is distributed as fi(x) and the angle, 6, is independently
distributed as fp(0). The average beamforming power is
given by

(A.20)

pr=E{p«(0,h1,h2)} = g5(qs + q4)
(A.21)

_ 2
“PIN-2
B. Proof of Lemma 2 and Theorem 3

The lower bound can be constructed by assuming there exists
a dummy user: it has the second largest norm, and at the
same time, it also has the maximal angle to the first selected
user:

pr=E{p:(6,h1,hy)} = q1(q2 + gs). (B.22)

Evoking the values of gi,q2, and g¢ from Appendix A,
Lemma 2 is proved.

With this lower bound and the expression of average
power of NUS in Theorem 1, it is easy to reach

P (N-D(K-1)-1

= B.23
n o N-)E-1D) (B.23)
Take the limit when N — o while K is fixed
Pn
li =1.
Jim ~ o (B.24)
Take the limit when K — oo while N is fixed
b _N-1

From (5), when p > 1 and K, = 2, the optimal user selection
method should minimize

1 1

+ . .
@)+ S (@) ol (B.26)
While SUS in fact minimizes
1 1
(B.27)

Ihel? " sin®(6) o

NUS ignores the angle between the channel vectors and only
tries to minimize

Lo,

bl Ihol?

Thus, the performance of NUS is lower bounded also by SUS,

which means p; < p; < p,. Because of (B.24), the average
power of SUS is also asymptotically optimal:

lim&
N—o pj

(B.28)

=1 (B.29)
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C. Proof of Lemma 4

For RUS, the result is direct because

a2 1
PPN TN

(C.30)

For AUS, because ay k is positive, the average beamform-
ing power is bounded from below:

o] (N - DK
Pa=PO T I N- DK -1) -1

=p0'2 K Ni
(N-1)(K-1)-1 N’

(C.31)

However, because 0 < P(N,x) < 1, ayx can be upper
bounded:

© e *xN72 K
ovi s | KSR gy (€
Therefore p, is also bounded from above:
B 02( 1 +K—2) (N - 1K
Pe=pPr\N T "N 2)N-DEK-1) -1

(C.33)
L
N

Both the upper and lower bound scale as 1/N, so p, also
scales as 1/N.

For NUS, again because ayx is positive, the average
beamforming power is bounded from above:

(N - 1K
N-2
LK-1T(N-1DK 1

PPN N-2 TN

Pn = PUZOCN,K—l
(C.34)

Hence p, scales at least as 1/N. As p; < p,, ps scales also at
least as 1/N.

Acknowledgments

The authors would gratefully acknowledge Hassan El-Sallabi
and Erik Stauffer in Information Systems Laboratory at
Stanford University, for their efforts during the channel
measurement project. The authors would also like to
extend the acknowledge to the anonymous reviewers for
their insightful comments, which helped to improve the
manuscript significantly.

References

[1] G. Caire and S. Shamai, “On the achievable throughput of a
multiantenna Gaussian broadcast channel,” IEEE Transactions
on Information Theory, vol. 49, no. 7, pp. 1691-1706, 2003.

[2] S. Vishwanath, N. Jindal, and A. Goldsmith, “Duality,
achievable rates, and sum-rate capacity of Gaussian MIMO
broadcast channels,” IEEE Transactions on Information Theory,
vol. 49, no. 10, pp. 2658-2668, 2003.

11

[3] H. Weingarten, Y. Steinberg, and S. Shamai, “The capacity
region of the Gaussian MIMO broadcast channel,” in Proceed-
ings of the Conference on Computer Systems and Sciences, pp.
7-12, 2004.

[4] Z. Tu and R. S. Blum, “Multiuser diversity for a dirty paper

approach,” IEEE Communications Letters, vol. 7, no. 8, pp.

370-372, 2003.

M. Sharif and B. Hassibi, “On the capacity of MIMO broadcast

channels with partial side information,” IEEE Transactions on

Information Theory, vol. 51, no. 2, pp. 506-522, 2005.

[6] P. Viswanath, D. N. C. Tse, and R. Laroia, “Opportunistic
beamforming using dumb antennas,” IEEE Transactions on
Information Theory, vol. 48, no. 6, pp. 1277—1294, 2002.

[7] J. Diaz, O. Simeone, and Y. Bar-Ness, “Sum-rate of MIMO
broadcast channels with one bit feedback,” in Proceedings of
the IEEE International Symposium on Information Theory (ISIT
’06), pp. 1944-1948, Seattle, Wash, USA, July 2006.

[8] T. Yoo and A. Goldsmith, “On the optimality of multiantenna
broadcast scheduling using zero-forcing beamforming,” IEEE
Journal on Selected Areas in Communications, vol. 24, no. 3, pp.
528-541, 2006.

[9] G.Dimicand N. D. Sidiropoulos, “On downlink beamforming
with greedy user selection: performance analysis and a simple
new algorithm,” IEEE Transactions on Signal Processing, vol. 53,
no. 10, part 1, pp. 3857-3868, 2005.

[10] M. Kountouris and D. Gesbert, “Robust multi-user oppor-
tunistic beamforming for sparse networks,” in Proceedings of
the IEEE Workshop on Signal Processing Advances in Wireless
Communications (SPAWC ’05), pp. 975-979, June 2005.

[11] R.Zakhour and D. Gesbert, “A two-stage approach to feedback
design in multi-user MIMO channels with limited channel
state information,” in Proceedings of the 18th Annual IEEE
International Symposium on Personal, Indoor and Mobile Radio
Communications (PIMRC ’07), Athens, Greece, September
2007.

[12] M. Fuchs, G. DelGaldo, and M. Haardt, “Low complexity
space-time-frequency scheduling for MIMO systems with
SDMA,” IEEE Transactions on Vehicular Technology, vol. 56,
no. 5, pp. 2775-2784, 2007.

[13] M. Bengtsson and B. Ottersten, “Optimal and suboptimal
transmit beamforming,” in Handbook of Antennas in Wireless
Communications, CRC Press, Boca Raton, Fla, USA, 2001.

[14] M. Schubert, Power-aware spatial multiplexing with unilateral
antenna cooperation, Ph.D. thesis, TU, Berlin, Germany, 2003.

[15] H. Viswanathan, S. Venkatesan, and H. Huang, “Down-
link capacity evaluation of cellular networks with known-
interference cancellation,” IEEE Journal on Selected Areas in
Communications, vol. 21, no. 5, pp. 802-811, 2003.

[16] D.]J. Love, R. W. Heath Jr., V. K. N. Lau, D. Gesbert, B. D. Rao,
and M. Andrews, “An overview of limited feedback in wireless
communication systems,” IEEE Journal on Selected Areas in
Communications, vol. 26, no. 8, pp. 1341-1365, 2008.

[17] O. Somekh, A. M. Haimovich, and Y. Bar-Ness, “Sum-rate
analysis of downlink channels with 1-bit feedback,” IEEE
Communications Letters, vol. 11, no. 2, pp. 137-139, 2007.

[18] D. Gesbert and M. S. Alouini, “Selective multi-user diversity,”
in Proceedings of the 3rd IEEE International Symposium on
Signal Processing and Information Technology (ISSPIT *03), pp.
162-165, Darmstadt, Germany, December 2003.

[19] N. Zorba, A. Pérez-Neira, and M. A. Lagunas, “A reduced
complexity MIMO broadcast scheme: a way between oppor-
tunistic and dirty paper implementation,” in Proceedings of the
14th European Signal Processing Conference (EUSIPCO ’06),
Florence, Italy, September 2006.

o



12

(20]

(21]

(25]

(26]

T. Bonald, “A score-based opportunistic scheduler for fading
radio channels,” in Proceedings of the 5th European Wireless
Conference (EW °04), Barcelona, Spain, February 2004.

M. Schubert and H. Boche, “Solution of the multiuser down-
link beamforming problem with individual SINR constraints,”
IEEE Transactions on Vehicular Technology, vol. 53, no. 1, pp.
18-28, 2004.

H. Viswanathan and K. Kumaran, “Rate scheduling in multi-
ple antenna downlink wireless systems,” IEEE Transactions on
Communications, vol. 53, no. 4, pp. 645-655, 2005.

M. Mikami and T. Fujii, “Throughput performance improve-
ment using complexity-reduced user scheduling algorithm in
uplink multi-user MIMO/SDM systems,” IEICE Transactions
on Communications, vol. E91-B, no. 6, pp. 1724-1733, 2008.
T. Yoo, N. Jindal, and A. Goldsmith, “Multi-antenna downlink
channels with limited feedback and user selection,” IEEE
Journal on Selected Areas in Communications, vol. 25, no. 7, pp.
1478-1491, 2007.

M. Abramowitz and A. Stegun, Handbook of Mathematical
Functions with Formulas, Graphs, and Mathematical Tables,
Dover, New York, NY, USA, 1964.

N. Jaldén, P. Zetterberg, B. Ottersten, A. Hong, and R.
Thomi, “Correlation properties of large scale fading based
on indoor measurements,” in Proceedings of the IEEE Wireless
Communications and Networking Conference (WCNC ’07), pp.
1896-1901, Kowloon, Hong Kong, April 2007.

S. Han and C. Yang, “Low complexity scheduling for down-
link multiuser MIMO systems in correlated channels,” in
Proceedings of the IEEE Global Telecommunications Conference
(GLOBECOM °01), pp. 3856-3860, New Orleans, La, USA,
November-December 2008.

P. Frankl and H. Maehara, “Some geometric applications of
the beta distribution,” Annals of the Institute of Statistical
Mathematics, vol. 42, no. 3, pp. 463—-474, 1990.

A. Papoulis, Probability, Random Variables, and Stochastic
Processes, McGraw-Hill, New York, NY, USA, 3rd edition,
1991.

EURASIP Journal on Advances in Signal Processing



	1. Introduction
	2. System Model and Problem Statement
	2.1. System Setup
	2.2. Signal Model

	3. Review of User Selection Methods
	3.1. Semiorthogonal User Selection (SUS)
	3.2. Angle-Based User Selection (AUS)
	3.3. Opportunistic Norm-Based User Selection (NUS)
	3.4. Random User Selection (RUS)

	4. Performance Analysis
	4.1. Average Beamforming Power Comparison
	4.2. Asymptotic Optimality

	5. Experimental Data Verification
	6. Conclusion
	Appendices 
	A. Proof of Theorem 1
	B. Proof of Lemma 2 and Theorem 3
	C. Proof of Lemma 4

	Acknowledgments
	References



