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1. Introduction

Communication using chaos has attracted a great deal of
attention from many researchers for more than a decade.
Motivations of these studies remain to the advantages that
are offered by chaotic signals such as robustness in multipath
environments, resistance to jamming [1]. Chaotic signals
are non periodic, broadband, and difficult to predict and
to reconstruct. These are properties which coincide with
requirements for signal used in communication systems, in
particular for spread-spectrum communications and secure
communications [1, 2].

Many communication systems were inspired by the
synchronization results of Pecora and Carrol [3], focused
on analog modulation schemes with coherent receivers [4–
7]. Digital modulations using discrete signals and a coherent
receiver were introduced in [8]. Many others chaotic digital
modulation schemes were proposed and studied [9–11].
It has been found that digital schemes are comparatively
more robust than analog schemes in the presence of noise
and thus represent a more practical form of systems for
implementation. Direct application of chaos to conventional

direct-sequence spread-spectrum (DSSS) systems was also
reported on the code level [12, 13]. The basic principle
is to replace the conventional binary spreading sequences,
such as m-sequences or Gold sequences [14], by the chaotic
sequences generated by a discrete-time nonlinear map. The
advantage of using chaotic spreading sequences relies on the
fact that the spreaded signal is less vulnerable to interception.
Instead of applying analog chaotic sequences to spread data
symbols, Mazzini et al. proposed quantizing and periodically
repeating the chaotic time series for spreading. It was also
reported that systems using the periodic quantized sequences
have larger capacities and lower bit-error rates than those
using m-sequences and Gold sequences in a multiple-access
environment [15, 16]. A large literature exists also on chaotic
spreading sequences design [17] and optimization [18–20].

Among the various digital chaos-based communication
schemes, coherent chaos-shift-keying (CSK) and noncoher-
ent differential chaos-shift-keying (DCSK) schemes have
been most thoroughly analyzed [21–25]. Compared with
chaotic-sequence spread-spectrum modulation, CSK and
DCSK modulation schemes make use of analog chaotic wide-
band waveforms directly to represent the binary symbols.
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Coherent systems like CSK and chaos-based DS-CDMA
require coherent correlators with the assumption that the
receiver is able to generate a locally synchronous chaotic
signal.

In order to compute the bit-error rate (BER) perfor-
mance, many various assumptions have been presented.
Because of these assumptions, computed BERs are generally
different from their true value. The simplest approximation
used in [26], for example, is to consider the transmitted
chaotic bit energy being constant. This approximation can
be reasonable when the considered spreading factors are
very large (symbol duration much greater than chaotic chip
duration). Nevertheless, for small or moderated spreading
factors these assumption yields to very imprecise BER
performance. In fact, because of the nonperiodic nature of
chaotic signals, the transmitted bit energy of chaos-based
DS-CDMA systems varies from one bit to another.

Another classical assumption is to use the Gaussian
approximation for the decision parameter at the correlator
output, [2, 20, 27, 28], by considering the sum of dependent
variables as a Gaussian variable. Tam et al. in [28] have
proposed a simple way of deriving the BER of the CSK
system by computing numerically the first two moments
of chaotic signal correlation functions. Since the real values
chaotic signals are generated from a deterministic generator,
the Gaussian approximation can be valid for high spreading
factors but suffers from precision for small ones [29].

A mathematical calculation of BER for single and mul-
tiuser chaos communication system was recently presented
by Lawrance et al. in [29, 30]. In their approach, they did
not use neither the constant bit energy approximation nor
the Gaussian assumption. Only additive channel noise and
multiple access interference noise follow, in their study, a
Gaussian distribution. Their approach takes into account the
dynamics properties of the chaotic sequence by integrating
the BER expression for a given chaotic map over all possible
chaotic sequences for a given spreading factor. This latter
method is compared to the BER computation under Gaus-
sian assumption in [29] and seems more realistic to match
the BER. But, as it is said in [30], the aim of the method
was not to give implementable procedures for realistic sized
systems.

Because previous presented approaches are not valid for
small spreading factors or have a higher complexity of cal-
culation, another accurate approach was recently developed
in [31–34] to compute the BER performance for single and
multiuser chaos-based DS-CDMA over an Additive White
Gaussian Noise (AWGN) channel. Numerical derivation of
BER performance over multipath channel is also studied in
[35]. The idea is to compute the Probability Density Function
(PDF) of the chaotic bit energy and to integrate BER over
all possible values of the PDF. The shape of the PDF bit
energy is a qualitative indication concerning expected BER
performances.

In this paper, an asynchronous coherent multiuser chaos-
based DS-CDMA system is studied and evaluated. For each
user a multipath channel is considered. Our system is quite
similar to the coherent CSK system. The analog chaotic
wideband waveform is used directly to spread the binary

symbols. In the following we will focus our study on BER
performance. For a similar studied system, the problem of
performance optimization was widely studied in [27, 36]. In
our paper, we are only interested by computing the analytical
performance of such a chaos-based DS-CDMA.

For a conventional DS-CDMA system under multipath
channel, an RAKE receiver is used to overcome the severe
consequences of the multipath fading channel. This receiver
consists of a bank of programmable correlators that correlate
each of the L received replicas of the same transmitted
signal by the corresponding locally generated code. These
codes are used to despread the data signals. After the
despreading process, the RAKE multiplies each replica by
the corresponding estimated complex valued conjugate path
gain (provided by the channel estimator) [14]. If the channel
estimation is perfect, and all the paths are independent,
the RAKE receiver with Maximum Ratio Combining (MRC)
becomes an optimum receiver in the sense of highest signal
to noise ratio [14].

In our system we assume that channel coefficients and
delay estimation are perfectly known at the receiver. Fur-
thermore we consider that the synchronization is achieved
and maintained by the system proposed in [37]. Multipath
propagation, correlation properties of spreading codes, and
the RAKE receiver are taken into account to derive the BER
expression, which is oriented to asynchronous environment.
Further, the approach adopted here can be valid for many
other chaotic communication systems.

This paper is organized as follows. Section 2 is dedicated
to the description of the emitter structure. In Section 3
the RAKE with the demodulation process is presented. The
statistical properties of multiuser and self interference noises
are evaluated, and BER integral formulations are established
also in Section 4. Section 5 presents the BER computation
methodologies. Section 6 is dedicated to the analytical BER
calculation. Section 7 reports some conclusive remarks.

2. Model of Multiuser Chaos-Based
DS-CDMA System

In this section, the configuration of the multiuser chaos-
based DS-CDMA system is presented in Figure 1.

2.1. Emitter Structure. The studied system is a chaos-based
DS-CDMA system with M asynchronous users. The data

information symbols of user m (s(m)
i = ±1) with period Ts

are generated by uncorrelated sources, which are indepen-
dent one from another. Symbols of user m are spreaded by
a chaotic sequence x(m)(t). Chaotic sequences of all users
are generated using the same chaotic generator f (·) with
different initial conditions. A new chaotic sample (or chip) is
generated every time interval equal to Tc (x(m)

k = x(m)(kTc)):

x(m)
k+1 = f

(
x(m)
k

)
. (1)

Chaotic sequences generated from (1) have a common
mean μ = E(x) and a common variance σ2

x . It is always
possible to offset the map in order achieve μ = 0 without
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Figure 1: Simplified baseband equivalent of a chaos-based DS-CDMA system with a multipath channel.

changing the dynamical properties of the map. Mean values
of all sequences are assumed equal to zero (μ = 0) in this
paper. The spreading factor β is equal to the number of
chaotic samples in a symbol duration (β = Ts/Tc).

2.1.1. Chaotic Generator. In this paper, a Piece-Wise Linear
map (PWL) is chosen as a chaotic generator sequence [38]:

⎧⎨
⎩
zk = K|xk| + φ[mod1] ,

xk+1 = sign(xk)(2zk − 1).
(2)

This map depends on K and φ parameters. K is a positive
integer and φ (0 < φ < 1 ) is a real number. Both can
be changed to produce different sequences, and the initial
condition x(0) will be chosen following the condition: 0 <
x(0) < 1/K . In addition, this map has a known PDF for
the root square of bit energy distribution. This PDF will be
used later in this paper in order to derive the analytical BER
expression. Without loss of generality, throughout the paper,
the PWL parameters are fixed as follows: (K = 3, φ = 0.1).

The emitted signal of user m at the output of the
transmitter is

u(m)(t) =
∞∑

i=0

β−1∑

k=0

s(m)
i x(m)

iβ+kg
(
t − (iβ + k

)
Tc
)
, (3)

where g(t) is the pulse shaping filter; in this paper we have
chosen a rectangular pulse of unit amplitude on [0,Tc], that
is,

g(t) =
⎧⎨
⎩

1, 0 ≤ t < Tc,

0, elsewhere.
(4)

In order to simplify the mathematical model of multiuser
and interuser interferences, we transformed the emitted
signal into to the following form:

u(m)(t) =
+∞∑

w=0

s(m)

�w/β�x
(m)
w g(t −wTc), (5)

where q rounds the real value of q to the lowest integer.

2.2. Channel Model. The channel through which the radio
wave transmits are transmitted is a multipath channel.
Multipath components are delayed copies of the original
transmitted wave traveling through a different echo path,
each with a different magnitude and time-of-arrival at the
receiver. The studied system is an uplink chaos-based DS-
CDMA system, where each user transmits its signal over its
own multipath channel.

The baseband equivalent impulse response of the nor-
malized channel of user m is

h(m)(τ) =
Lm∑

l=0

C(m)
l δ

(
τ − τ(m)

l

)
(6)

with

Lm∑

l=0

∣∣∣C(m)
l

∣∣∣2 = 1, (7)

where C(m)
l and τ(m)

l denote the coefficient and the delay of
the lth path of user m and δ(t) is the Dirac impulse. Without
loss of generality delays have been taken equal to multiple
values of Tc.
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Figure 2: Probability density functions of bit energy for PWL
chaotic sequence (β = 10).

An additive white Gaussian noise is added to the received
signals. Let n(t) be this noise with a two-side power spectral
density given by

Sn
(
f
) = N0

2
. (8)

For convenience, we replace n(t) by an equivalent noise
source n′(t) where

n′(t) =
∞∑

i=0

εig(t − iTc), (9)

where {εi} is an independent Gaussian random variables
with zero mean and variance:

σ2
n =

N0

2Tc
. (10)

The received signal is

r(t) =
M∑

n=1

Ln∑

l=0

C(n)
l u(n)

(
t − τ(n)

l

)
+ n(t). (11)

3. Multiuser Received Signal

In this paper we assume that the channel estimator of
the RAKE receiver estimates perfectly the delays and the
associated gains. In addition, the number of channel path of
each user is equal to the number of fingers at the associated
receiver.

3.1. Demodulation Process. The coherent multiuser chaos-
based DS-CDMA system is considered in this paper, only
the user’s own reference sequence is known exactly at the
receiver, and no information about other user’s reference
sequences is known. The decision variable of user m for

symbol i can be modelled by the sum of interest variable Z(m)
i

and the different noise sources (ζ (m)
i + ψ(m)

i ):

D(m)
i = Z(m)

i + ζ (m)
i + ψ(m)

i . (12)

The interest variable expression Z(m)
i is

Z(m)
i = Tc

Lm∑

l=0

s(m)
i

∣∣∣C(m)
l

∣∣∣2
β−1∑

k=0

(
x(m)
iβ+k

)2
. (13)

E(i,m)
bc = Tc

∑β−1
k=0 (x(m)

iβ+k)
2

is the energy transmitted by user m
during its ith data symbol duration.

Z(m)
i carries the information bit to be retrieved. For

normalized channel coefficients the variable of interest is:

Z(m)
i = E(i,m)

bc s(m)
i . (14)

The expression of the AWGN noise coming from the
channel after correlation with the chaotic sequence is

ζ (m)
i = Tc

Lm∑

r=0

C(m)∗
r

β−1∑

k=0

x(m)
iβ+kniβ+k+τ(m)

r /Tc
. (15)

The multiuser and self interference noise expressions are

ψ(m)
i = MUI(m)

i + SI(m)
i , (16)

ψ(m)
i = Tc

Lm∑

r=0

C(m)∗
r

iβ+β−1∑

w=iβ+k

x(m)
w

[
γ(m)
w,i + α(m)

w,i

]
, (17)

where

γ(m)
w,i =

M∑

n=1
n /=m

Ln∑

l=0

C(n)
l s(n)⌊

(w+(τ(m)
r −τ(n)

l )/Tc)/β
⌋x(n)

w+(τ(m)
r −τ(n)

l )/Tc
, (18)

α(m)
w,i =

Lm∑

l=0
l /= r

C(m)
l s(m)⌊

(w+(τ(m)
r −τ(m)

l )/Tc)/β
⌋x(m)

w+(τ(m)
r −τ(m)

l )/Tc
. (19)

4. BER Integral Form forMultiuser
Chaos-Based DS-CDMA

The overall BER of the user m takes the following form:

BER(m) = P
(
s(m)
i = +1

)
P
(
ŝ(m)
i = −1 | s(m)

i = +1
)

+ P
(
s(m)
i = −1

)
P
(
ŝ(m)
i = +1 | s(m)

i = −1
)

,
(20)

where

P
(
ŝ(m)
i = −1 | s(m)

i = +1
)
= P

(
D(m)

i < 0 | s(m)
i = +1

)

= P
{
E(i,m)
bc + ζ (m)

i + ψ(m)
i < 0

}
,

P
(
ŝ(m)
i = +1 | s(m)

i = −1
)
= P

(
D(m)

i > 0 | s(m)
i = −1

)

= P
{
−E(i,m)

bc + ζ (m)
i + ψ(m)

i ≥ 0
}
.

(21)
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In the following section, we will develop our approach
to compute the bit error rate of the chaos-based DS-CDMA
system.

4.1. BER Analysis Approach. In order to compute the bit
error rate, the moments of first- and second-order of
different noise sources must be computed.

In (15), the noise samples nk and chaotic samples x(m)
k are

independent. After correlation with chaotic sequence, ζ (m)
i is

still a Gaussian random variable with zero mean and variance
equal to

Var
(
ζ (m)
i

)
= N0

2
E(i,m)
bc . (22)

The Gaussian distribution of multiple-access interfer-
ence has been examined in [39] when a binary spreading
sequences of Markov chains are used. In our case, a real
value chaotic sequence is used to spread the data symbols like
in the chaos-based communication systems used in [2, 28–
30]. According to the central limit theorem, the sum of a
large number of random variables from different chaotic
sequences and from different delayed versions of the same
chaotic sequence follow the Gaussian distribution [2, Section
3.2.3] and in [29, 30]. Hence, γ(m)

w,i and α(m)
w,i terms in (17) can

be treated as Gaussian variables.
For (18), γ(m)

w,i is a zero mean Gaussian variable with (see
Appendix A)

E
[
γ(m)
w,i

]
= 0,

Var
[
γ(m)
w,i

]
= E

[∣∣∣γ(m)
w,i

∣∣∣2
]
.

(23)

According to the statistical properties of chaotic
sequences mentioned in Appendix A, It can be easily demon-

strated that the variance of γ(m)
w,i is

Var
[
γ(m)
w,i

]
=

M∑

n=1
n /=m

Lm∑

l=0

∣∣∣C(n)
l

∣∣∣2
σ2
x . (24)

Channel coefficients are normalized, and then variance
becomes

Var
[
γ(m)
w,i

]
= (M − 1)σ2

x , (25)

where σ2
x is the mean power of the spreading chaotic

sequence. It can be also demonstrated that the mean energy
of a transmitted chaotic chip sequence xk is Ec = Tcσ2

x .

α(m)
w,i in (19) is a Gaussian random sequence (see

Appendix B) with

E
[
α(m)
w,i

]
= 0, (26)

Var
[
α(m)
w,i

]
=

Lm∑

l=0
l /= r

∣∣∣C(m)
∣∣∣2
σ2
x . (27)

Finally, multiuser interference and self-interference are
two independent zero mean Gaussian random variables with
variances (see Appendices A and B):

Var
[

MUI(m)
i

]
=

Lm∑

r=0

∣∣∣C(m)
r

∣∣∣2

︸ ︷︷ ︸
=1

Tc

iβ+β−1∑

w=iβ+k

∣∣∣x(m)
w

∣∣∣2

︸ ︷︷ ︸
=E(i,m)

bc

(M − 1)Tcσ
2
x︸ ︷︷ ︸

=Ec
,

(28)

Var
[

SI(m)
i

]
= Tc

iβ+β−1∑

w=iβ+k

∣∣∣x(m)
w

∣∣∣2

︸ ︷︷ ︸
=E(i,m)

bc

Lm∑

r=0

∣∣∣C(m)
r

∣∣∣2
Lm∑

l=0
l /= r

∣∣∣C(m)
l

∣∣∣2

︸ ︷︷ ︸
=1−∑Lm

l=0

∣∣∣C(m)
l

∣∣∣4

Tcσ
2
x︸ ︷︷ ︸

=Ec

.

(29)

Using (28) and (29), D(m)
i can be considered as a normal

random variable, with the following moments:

E
[
D(m)

i

]
= E(i,m)

bc s(m)
i , (30)

Var
[
D(m)

i

]
= E(i,m)

bc ξ(m)
i , (31)

where

ξ(m)
i = N0

2
+ (M − 1)Ec +

⎛
⎝1−

Lm∑

l=0

∣∣∣C(m)
l

∣∣∣4

⎞
⎠Ec. (32)

According to the fact that data symbols of user m are
equiprobably distributed on {+1,−1} and by using (30) and
(31), it comes that the error probability of symbol i for user

m (with energy E(i,m)
bc ) is P(i,m)

er :

P(i,m)
er = Q

⎛
⎜⎝

√√√√E(i,m)
bc

ξ(m)
i

⎞
⎟⎠ (33)

with Q(x) = ∫ +∞
x (1/

√
2π)e(−u2/2)du.

It appears that the system performance depends on
the energy of the transmitted data symbol. Because of the
nonperiodic nature of the chaotic signals, the transmitted bit
energy using the chaos-based DS-CDMA systems varies from
one bit to another for the same user m. The total BER will be
evaluated by integrating Per over all possible values of the bit
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Figure 3: (a) Zeros of H(z); (b) amplitude and phase responses of the channel.

energy Ebc. The total BER for user m is expressed by

BERchaos =
+∞∫

0

Q

(√
Ebc
ξ(m)

)
p(Ebc)dEbc. (34)

5. BER Computation

In this section, we present two different methodologies to
compute BER expression of (34).

5.1. Numerical BER Derivation. Following expression (34)
it is necessary to get the bit energy distribution before
computing the BER. Figure 2 gives the histogram of the
bit energy for the PWL spreading sequence and for a
spreading factor β equal to 10. The histogram of Figure 2
has been obtained using one million samples. From these
samples, energies of successive bits are calculated for a
given spreading factor. The bit energy is assumed to be
the output of a stationary random process [40]; hence
the histogram obtained in Figure 2 can be considered as a
good estimation of the probability density function. When
an analytical expression of the PDF is difficult to derive
(example of PWL in Figure 2), the analytical integration
of (34) seems intractable and the only way is to make
a numerical integration. Using the histogram of Figure 2
we can compute the BER of (34) by using the following
expression:

BERchaos ≈
c∑

i=1

Q

⎛
⎜⎝

√√√√E(i,m)
bc

ξ(m)
i

⎞
⎟⎠P
(
E(i,m)
bc

)
, (35)

where c is the number of histogram classes and P(E(i,m)
bc ) is

the probability of having the energy in intervals centered on

E(i,m)
bc . This approach can be applied for any type of chaotic

sequence with quite simple operations: histogram of the bit

energy for a given spreading factor β followed by a numerical
integration. In addition, this approach explores the dynamics
properties of chaotic sequence and gives results with very
high accuracy.

In order to show the accuracy of our computing
methodology, we compare simulation results together with
the numerical integration method. For all the simulations,
the number of users is taken arbitrary. In our simulations
the number of users is fixed to M = 8 for various spreading
factor β = 20; 40; 80; 160; 320. All chaotic sequences are

normalized (E(x(m)2
) = 1). In addition, all users use the same

channel h to transmit their signals. The impulse response of
the channel used for transmission is

h(t) = 0.6742δ(t) + 0.6030δ(t − Tc) + 0.4264δ(t − 2Tc).
(36)

The characteristics of the channel are shown in Figure 3.
It has two zeros inside the unit circle. The amplitude response
of the channel presents a deep fading and the phase response
is nonlinear.

Figure 4 gives simulation results together with the
numerical integration method of the BER for various
spreading factor plus the performance corresponding to
the monouser BPSK case over an AWGN channel. This
performance can be considered as a lower bound for the
chaos-based DS-CDMA system because the transmitted bit
energy is constant [31]. Computed BERs on Figure 4 are
obtained by using the histograms of Figure 2 together with
(35). The perfect match between simulation results and our
numerical method confirms the accuracy of this approach
based on the bit energy distribution. In addition, the good
estimation of the BER for high Eb/N0 confirms the validity
of the Gaussian distribution of the multiuser and self
interference noise.

For a DS-CDMA system low spreading factor has a
limited benefit. For a low spreading factor (β = 20)
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normalized root-square-energy histogram (K = 3,φ = 0.1,β = 10).

multiuser interference is high, and the bit energy dispersion
is large which implies a poor performances. To improve
the performance of the system, it is necessary to increase
the spreading factor. When we increase the spreading factor
the dispersion of the bit is lower [31] and the multiuser
interference is small.

5.2. Analytical BER Derivation. To get the analytical expres-
sion (34) it is necessary to have firstly the analytical expres-
sion of the PDF of the bit energy distribution and secondly

to compute the integral of (34). Analytical expression of the
PDF of (34) seems difficult to derive because chaotic samples
are not totally independent.

In order to compute (34), two integral expressions of
BER can be considered:

BERchaos =
+∞∫

0

Q

⎛
⎝
√√√√ 2V

2ξ(m)
i

⎞
⎠p(V)dV , (37)

where V = E(i,m)
bc and

BERchaos =
+∞∫

0

Q

⎛
⎝
√√√√ 2Y 2

2ξ(m)
i

⎞
⎠p(Y)dY , (38)

where Y =
√
E(i,m)
bc

Now, considering the expression (38) of BER, one can
note that it has the same form than the expression of the BER
obtained in the framework of mobile radio channels. Indeed,
for a BPSK transmission on a radio channel with gain λ, the
BER is expressed as

BER Radio
channel

=
+∞∫

0

Q

⎛
⎝
√√√√ 2λ2

2ξ(m)
i

Eb

⎞
⎠p(λ)dλ. (39)

Closed form expressions are available for (39) in the
case of channels following Rayleigh [41], Nakagami [42], or
Rice distributions [43]. Since expression (38) is similar to
expression (39), these previous results on (39) can be used for
getting an analytical form of integral (38). Expression (37)
does not allow to obtain a similar comparison, and to take
advantage of existing integration results, one should then
resort to numerical integration, as discussed in Section 5.1.
The objective of this section consists of deriving an analytical
expression of BER. Consequently, one will only focus on
expression (38).

5.3. PDF Estimation of Root Square Energy. The PDF of
the root square energy is fundamental in order to solve
(38). The analytical derivation of the PDF seems intractable
because of the difficulty to solve correlation integral. One
proposes then to approximate this distribution by one of
the three distributions (Rayleigh, Rice, and Nakagami) which
will allow us to make use of the existing results on the
computation of (39) to derive a closed-form expression of
(38). This approximation has been investigated by plotting
the histogram of the variable Y . The PDF shape associated
to the PWL in Figure 5 gets the possibility to test the two
candidates: Rice and Nakagami PDF.

The histogram of the root square bit energy obtained
for one million samples of the PWL sequence is shown
in Figure 5. We have tried to fit it by classical PDF laws.
Figure 5 shows Rice and Nakagami-estimated PDF. The Chi-
Square Goodness-of-Fit test confirms the fit for the two
laws. Nevertheless, Chi-Square test gives priority to the Rice
distribution (see Figure 6).
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Figure 6: Zoom of the PDFs in the Figure 5.

6. Analytical BER Calculation

This section provides an expression of the BER by approxi-
mating the PDF energy with the Rice distribution.

6.1. Rice Distribution Parameters. R =
√
E(i,m)
bc is a random

variable following a Rice distribution PR(r). The General
Rice distribution function is defined in Appendix C.1.

General Rice distribution parameters are given by [43]

Ω = E
(
R2); γ = Var

[
R2
]

(Ω)2 . (40)

6.2. Parameters Estimation of the Rice Distribution. To have
an analytical BER expression, the parameters of the Rice
distribution should be derived from the parameters of the
PWL sequence. Parameters given in expression (40) of Rice
distribution are given by

R2 = E(i,m)
bc = Tc

β−1∑

k=0

(
x(m)
iβ+k

)2
, (41)

where x(m)
iβ+k can be seen as a random signal uniformly

distributed on the interval [−1, +1] (see [38]). x(m)
iβ+k has a

zero mean and its variance is 1/3. Then the scale parameter
Ω is given by

Ω = E
(
R2) = Tc

β−1∑

k=0

E
((

x(m)
iβ+k

)2
)
= Tcβ

3
. (42)

Variance of R2 is then

V
[
R2] = E

((
R2)2

)
−
(
Tcβ

3

)2

(43)
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Figure 7: Simulated BER and analytical BER expression for Rice
distribution for M = 8 and β = 20, 40, 80, 160, 320.

with

E
((
R2)2

)
= βT2

c

5
+ 2T2

c

β−1∑

n=1

(
β − n

)
E
(
x(m)
iβ+k

2
x(m)
iβ+k+n

2
)

, (44)

where E(x(m)
iβ+k

2
x(m)
iβ+k+n

2
) is estimated using the PWL chaotic

sequence. Then γ can be obtained by (40) (Appendix C.1).

6.3. Analytical Expression of the BER. Following results of
[43] the analytical BER is given:

BERPWL
(
β
)

= Q(u, v)− 1
2

⎡
⎣1 +

√
d

1 + d

⎤
⎦ exp

(
−u2 + v2

2

)
I0(uv),

(45)

where the parameters u, v, Q(·, ·) and I0 are given in
Appendix C.2.

In simulations, the same parameters have been taken
as before in the numerical integration. BER obtained using
the analytical expression of (45) and the ones given by
Monte Carlo simulations are compared in Figure 7. The
lower bound BER of chaos-based communication system
is also plotted for reference. It clearly appears in Figure 7
that we have a perfect match between simulations and the
analytical results. Expression (45) can thus be used for all
types of spreading factors even for very small ones.

7. Conclusion

In this paper we have proposed a new simple approach
to compute BER for asynchronous chaos-based DS-CDMA
systems over multipath channel. Because of the nonpe-
riodic and the deterministic nature of chaotic sequence,
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the constant energy assumption or the standard Gaussian
approximation of the decision variable in the output of
correlator leads to inaccurate results in the BER expression.
In our approach, neither the constant bit energy assumption,
nor the Gaussian approximation for the decision variable is
considered to compute the performance of the chaos-based
communication system. The BER expression is computed
in terms of the energy distribution, the number of paths,
the noise variance, and the number of users. In order
to study only the performance of the system, a perfect
synchronization of the chaos is assumed, and we assume that
channel coefficients and delay estimation are known in the
receiver. The statistics of different noise sources were studied,
and the means and variances were evaluated. The Gaussian
distribution of the interfering noise is approximated thanks
to the central limit theorem. Two methodologies are con-
sidered to derive the BER expression. Firstly, when the PDF
of the bit energy has an irregular shape, only numerical
integration method is possible in order to compute the BER.
This numerical approach can be applied for a large chaos-
based communication system and for any type of chaotic
sequences independent from the initial condition of the
sequence. Secondly, in special cases, when the distribution
of the root square bit energy has a known distribution
(Rice, Nakagami or Rayleigh), the analytical BER expression
can be easily computed. For the PWL chaotic map, such
an analytical expression has been obtained with perfect
match with simulation. The analytical expression of BER for
multiuser DS-CDMA over Rayleigh channel is under study.

Appendices

A. Proof of (25) and (28)

The term γ(m)
w,i is given by

γ(m)
w,i =

M∑

n=1
n /=m

Ln∑

l=0

C(n)
l s(n)⌊

(w+(τ(m)
r −τ(n)

l )/Tc)/β
⌋x(n)

w+(τ(m)
r −τ(n)

l )/Tc
. (A.1)

and so on γ(m)
w,i is the sum of different zero mean chaotic

sequences. These chaotic sequences are obtained from dif-
ferent users and from different delayed version of the same
chaotic sequence. Different chaotic sequences generated
from the same generator with different initial conditions
and the delayed version of the same chaotic sequence are
uncorrelated [1, 29].

Because the mean of the chaotic sequences is equal to
zero, the variance of γ(m)

w,i is

Var
[
γ(m)
w,i

]
= E

(∣∣∣γ(m)
w,i

∣∣∣2
)
−
∣∣∣E
(
γ(m)
w,i

)∣∣∣2

︸ ︷︷ ︸
=0

,

Var
[
γ(m)
w,i

]
= E

(∣∣∣γ(m)
w,i

∣∣∣2
)

,

(A.2)

where

Var
[
γ(m)
w,i

]
= E

⎛
⎜⎜⎜⎜⎜⎝

∣∣∣∣∣∣∣∣∣∣∣

C(1)
0 s(1)⌊

(w+(τ(m)
r −τ(1)

0 )/Tc)/β
⌋x(1)

w+(τ(m)
r −τ(1)

0 )/Tc
+ · · · + C(1)

L1
s(1)⌊

(w+(τ(m)
r −τ(1)

L1
)/Tc)/β

⌋x(1)

w+(τ(m)
r −τ(1)

L1
)/Tc

+

C(2)
0 s(2)⌊

(w+(τ(m)
r −τ(1)

0 )/Tc)/β
⌋x(2)

w+(τ(m)
r −τ(1)

0 )/Tc
+ · · · + C(2)

L2
s(2)⌊

(w+(τ(m)
r −τ(2)

L2
)/Tc)/β

⌋x(2)

w+(τ(m)
r −τ(2)

L2
)/Tc

+

C(M)
0 s(M)⌊

(w+(τ(m)
r −τ(1)

0 )/Tc)/β
⌋x(M)

w+(τ(m)
r −τ(1)

0 )/Tc
+ · · · + C(M)

LM s(M)⌊
(w+(τ(m)

r −τ(M)
LM

)/Tc)/β
⌋x(M)

w+(τ(m)
r −τ(M)

LM
)/Tc

∣∣∣∣∣∣∣∣∣∣∣

2⎞
⎟⎟⎟⎟⎟⎠

(A.3)

Because the chaotic samples of the PWL sequence have
a very low correlation [38], it was proven in [29] that for
one dimension recurrence chaotic map the mean function
of the product of two chaotic samples denoted by E[xkxe]
in the case of e = j + k for a positive integer j is equal
to zero. After developing the expression (A.3) the means of
the terms having the form mentioned in (A.4) are equal to
zero:

E
(
C(n)
k s(n)⌊

(w+(τ(m)
r −τ(n)

k )/Tc)/β
⌋x(n)

w+(τ(m)
r −τ(n)

k )/Tc

× C(n)
e s(n)⌊

(w+(τ(m)
r −τ(n)

e )/Tc)/β
⌋x(n)

w+(τ(m)
r −τ(n)

e )/Tc

)
= 0.

(A.4)

Since the chaotic sequences generated from a common
generator with different initials conditions are uncorrelated,

the terms having the form mentioned in (A.5) are also equal
to zero:

E
(
C(n)
k s(n)⌊

(w+(τ(m)
r −τ(n)

k )/Tc)/β
⌋x(n)

w+(τ(m)
r −τ(n)

k )/Tc

× C
(p)
j s

(p)⌊
(w+(τ(m)

r −τ(p)
j )/Tc)/β

⌋x
(p)

w+(τ(m)
r −τ(p)

j )/Tc

⎞
⎠ = 0.

(A.5)

Finally, only the following terms of (A.6) are not equal to
zero:

E

(∣∣∣C(n)
l

∣∣∣2
(
s(n)⌊

(w+(τ(m)
r −τ(n)

l )/Tc)/β
⌋x(n)

w+(τ(m)
r −τ(n)

l )/Tc

)2
)
. (A.6)

After simplification, it can be easily demonstrated that

the variance of γ(m)
w,i is

Var
[
γ(m)
w,i

]
=

M∑

n=1
n /=m

Lm∑

l=0

∣∣∣C(n)
l

∣∣∣2
σ2
x . (A.7)
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For normalized channel coefficients the variance is

Var
[
γ(m)
w,i

]
= (M − 1)σ2

x . (A.8)

For the global variance MUI(m)
i of user m is

Var
[

MUI(m)
i

]
= Var

⎛
⎜⎜⎝Tc

Lm∑

r=0

C(m)∗
r

iβ+β−1∑

w=iβ
x(m)
w︸ ︷︷ ︸
A

[γ(m)
w,i ]︸ ︷︷ ︸
B

⎞
⎟⎟⎠. (A.9)

The terms A and B in the expression (A.9) are inde-
pendent because the different chaotic sequences of different
users are uncorrelated. For normalized channel coefficients
the global variance MUI(m)

i of user m is:

Var
[

MUI(m)
i

]
= Tc

iβ+β−1∑

w=iβ

∣∣∣x(m)
w

∣∣∣2

︸ ︷︷ ︸
=E(i,m)

bc

(M − 1)Tcσ
2
x︸ ︷︷ ︸

=Ec
(A.10)

The variance MUI(m)
i of the multiuser interference is:

Var
[

MUI(m)
i

]
= (M − 1)EcE

(i,m)
bc (A.11)

B. Proof of (27) and (29)

The term α(m)
w,i is given by

α(m)
w,i =

Lm∑

l=0
l /= r

C(m)
l s(m)⌊

(w+(τ(m)
r −τ(m)

l )/Tc)/β
⌋x(m)

w+(τ(m)
r −τ(m)

l )/Tc
. (B.1)

α(m)
w,i is the sum of different delayed replicas of the same

chaotic sequence multiplied by their correspondent channel
coefficients, referring to the statistical properties mentioned
in Appendix A and in [29, 38].

The mean α(m)
w,i is equal to zero and the variance is

Var
[
α(m)
w,i

]
= E

(∣∣∣α(m)
w,i

∣∣∣2
)
. (B.2)

By developping the expression E(|α(m)
w,i |

2
) only the terms

taking the forms |C(m)
l |2E(|x(m)

w+(τ(m)
r −τ(m)

l )/Tc
|) are not equal to

zero. We can easily prove that the variance of α(m)
w,i is

Var
[
α(m)
w,i

]
=

Lm∑

l=0
l /= r

∣∣∣C(m)
l

∣∣∣2
σ2
x . (B.3)

For the global variance SI(m)
i we have:

Var
[

SI(m)
i

]
= Var

⎛
⎜⎜⎝Tc

Lm∑

r=0

C(m)∗
r

iβ+β−1∑

w=iβ
x(m)
w︸ ︷︷ ︸
A

[
α(m)
w,i

]
︸ ︷︷ ︸

B

⎞
⎟⎟⎠. (B.4)

The terms A and B in the expression (B.4) are inde-
pendent because the different delayed versions of a chaotic

sequence are uncorrelated. For normalized channel coeffi-
cients the global SI(m)

i variance of user m is

Var
[

SI(m)
i

]
= T2

c

iβ+β−1∑

w=iβ

∣∣∣x(m)
w

∣∣∣2
Lm∑

r=0

∣∣∣C(m)
r

∣∣∣2
Lm∑

l=0
l /= r

∣∣∣C(m)
l

∣∣∣2
σ2
x ,

(B.5)

Var
[

SI(m)
i

]
= EcE

(i,m)
bc

Lm∑

r=0

∣∣∣C(m)
r

∣∣∣2
Lm∑

l=0
l /= r

∣∣∣C(m)
l

∣∣∣2

︸ ︷︷ ︸
D

.
(B.6)

In order to simplify the expression (B.6), the term D can
be expressed by

D =
[∣∣∣C(m)

o

∣∣∣2
(∣∣∣C(m)

1

∣∣∣2
+
∣∣∣C(m)

2

∣∣∣2
+ · · · +

∣∣∣C(m)
Lm

∣∣∣2
)

+
∣∣∣C(m)

1

∣∣∣2
(∣∣∣C(m)

0

∣∣∣2
+
∣∣∣C(m)

2

∣∣∣2
+ · · · +

∣∣∣C(m)
Lm

∣∣∣2
)

+ · · ·

+
∣∣∣C(m)

Lm

∣∣∣2
(∣∣∣C(m)

0

∣∣∣2
+
∣∣∣C(m)

1

∣∣∣2
+ · · · +

∣∣∣C(m)
Lm−1

∣∣∣2
)]

,

(B.7)

where

D =
[∣∣∣C(m)

o

∣∣∣2
(

1−
∣∣∣C(m)

0

∣∣∣2
)

+
∣∣∣C(m)

1

∣∣∣2
(

1−
∣∣∣C(m)

1

∣∣∣2
)

+ · · ·

+
∣∣∣C(m)

Lm

∣∣∣2
(

1−
∣∣∣C(m)

Lm

∣∣∣2
)]

=

⎡
⎢⎢⎣
∣∣∣C(m)

o

∣∣∣2
+
∣∣∣C(m)

1

∣∣∣2
+ · · · +

∣∣∣C(m)
Lm

∣∣∣2

︸ ︷︷ ︸
=1

−
∣∣∣C(m)

o

∣∣∣4 −
∣∣∣C(m)

1

∣∣∣4 − · · · −
∣∣∣C(m)

Lm

∣∣∣4
]
.

(B.8)

Finally, the variance expression SI(m)
i of user m is

Var
[

SI(m)
i

]
= EcE

(i,m)
bc

⎛
⎝1−

Lm∑

l=0

∣∣∣C(m)
l

∣∣∣4

⎞
⎠. (B.9)
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C.

C.1. General Rice Distribution Function. The general Rice
distribution is given by

PR(r) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2(Kr + 1)r
Ω

exp

(
−Kr − (Kr + 1)r2

Ω

)

×I0

⎛
⎝2

√
Kr(Kr + 1)

Ω
r

⎞
⎠

if r ≥ 0

0 if r < 0

(C.1)

where r ≥ 0, Kr ≥ 0, Ω ≥ 0
The parameters of Rice distribution are given by [43]

Ω = E
(
R2); γ = Var

[
R2
]

(Ω)2 . (C.2)

The shape parameter Kr can be expressed in terms of γ
explicitly as [44]

Kr =
√

1− γ

1− √1− γ
. (C.3)

By defining the new variables: σ2 = Ω/2(Kr + 1) , and
α2 = KrΩ/(Kr + 1), the new PDF expression is obtained [44]
by a simple change of variable in (C.1)

pR(r) =

⎧⎪⎪⎨
⎪⎪⎩

r

σ2
exp

(
− r2 + α2

2σ2

)
I0

(
αr

σ2

)
, if r ≥ 0,

0, elsewhere.
(C.4)

C.2. The Parameters of BER over Rician Channel. The
different parameters of the analytical BER expression of (45)
are

u =

√√√√γ2
r

[
1 + 2d − 2

√
d(d + 1)

]

2(1 + d)
,

v =

√√√√γ2
r

[
1 + 2d + 2

√
d(d + 1)

]

2(1 + d)
,

σ2 = Ω

2(Kr + 1)
, α2 = KΩ

(Kr + 1)
,

γ2
r =

α2

2σ2
, d = σ2 Eb

ξ(m)
,

(C.5)

where Eb is the constant bit energy before spreading, ξ(m) is
the sum of variances of different noises given in (32).

Q(., .) is the Marcum Q-function given by [43]

Q
(
α,β
) = 1

αM−1

∞∫

β

xMe−(x2+α2)/2IM−1(αx)dx, (C.6)

and In(x) is a modified Bessel function of the first kind.
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[33] G. Kaddoum, P. Chargé, D. Roviras, and D. Fournier-Prunaret,
“Analytical BER expression of multi-user chaos-based DS-
CDMA system using a piecewise linear chaotic map,” in
Proceedings of the International Symposium on Nonlinear
Theory and Its Applications, Budapest, Hungary, 2008.
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