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#### Abstract

Symbol error rate (SER) of quadrature subbranch hybrid selection/maximal-ratio combining (HS/MRC) scheme for 1-D modulations in Rayleigh fading under employment of the generalized receiver (GR), which is constructed based on the generalized approach to signal processing (GASP) in noise, is investigated. $N$ diversity input branches are split into $2 N$ inphase and quadrature subbranches. $M$-ary pulse amplitude modulation, including coherent binary phase-shift keying (BPSK), with quadrature subbranch HS/MRC is investigated. GR SER performance for quadrature HS/MRC and HS/MRC schemes is investigated and compared with the conventional HS/MRC receiver. Comparison shows that the GR with quadrature subbranch HS/MRC and HS/MRC schemes outperforms the traditional HS/MRC receiver. Procedure of partial cancellation factor (PCF) selection for the first stage of hard-decision partial parallel interference cancellation (PPIC) using GR employed by direct-sequence code-division multiple access (DS-CDMA) systems under multipath fading channel in the case of periodic code scenario is proposed. Optimal PCF range is derived based on Price's theorem. Simulation confirms that the bit error rate (BER) performance is very close to potentially achieved one and surpasses the BER performance of real PCF for DS-CDMA systems discussed in the literature.


## 1. Introduction

In this paper, we investigate the generalized receiver (GR), which is constructed based on the generalized approach to signal processing (GASP) in noise [1-5], under quadrature subbranch hybrid selection/maximal-ratio combining (HS/MRC) for 1-D modulations in multipath fading channel and compare its symbol error rate (SER) performance with that of the traditional HS/MRC scheme discussed in $[6,7]$. It is well known that the HS/MRC receiver selects the $L$ strongest signals from $N$ available diversity branches and coherently combines them. In a traditional HS/MRC scheme, the strongest $L$ signals are selected according to signalenvelope amplitude [6-12]. However, some receiver implementations recover directly the in-phase and quadrature components of the received branch signals. Furthermore,
the optimal maximum likelihood estimation (MLE) of the phase of a diversity branch signal is implemented by first estimating the in-phase and quadrature branch signal components and obtaining the signal phase as a derived quantity $[13,14]$. Other channel-estimation procedures also operate by first estimating the in-phase and quadrature branch signal components [15-18]. Thus, rather than $N$ available signals, there are 2 N available quadrature branch signal components for combining. In general, the largest $2 L$ of these 2 N quadrature branch signal components will not be the same as the $2 L$ quadrature branch signal components of the $L$ branch signals having the largest signal envelopes.

In this paper, we investigate how much improvement in performance can be achieved employing the GR with modified HS/MRC, namely, with quadrature subbranch HS/MRC and HS/MRC schemes, instead of the conventional

HS/MRC combining scheme for 1-D signal modulations in multipath fading channel. At GR discussed in [19], the $N$ diversity branches are split into 2 N in-phase and quadrature subbranches. Then, the GR with HS/MRC scheme is applied to these $2 N$ subbranches. Obtained results show the better performance is achieved by this quadrature subbranch HS/MRC scheme in comparison with the traditional HS/MRC scheme for the same value of average signal-tonoise ratio (SNR) per diversity branch.

Another problem discussed is the problem of partial cancellation factor (PCF) in a DS-CDMA system with multipath fading channel. It is well known that the multiple access interference (MAI) can be efficiently estimated by the partial parallel interference cancellation (PPIC) procedure and then partially be cancelled out of the received signal on a stage-by-stage basis for a direct-sequence code-division multiple access (DS-CDMA) system [20]. To ensure a good performance, PCF for each PPIC stage needs to be chosen appropriately, where the PCF should be increased as the reliability of the MAI estimates improves. There are some papers on the selection of the PCF for a receiver based on the PPIC. In [21-23], formulas for the optimal PCF were derived through straightforward analysis based on soft decisions. In contrast, it is very difficult to obtain the optimal PCF for a receiver based on PPIC with hard decisions owing to their nonlinear character. One common approach to solve the nonlinear problem is to select an arbitrary PCF for the first stage and then increase the value for each successive stage, since the MAI estimates may become more reliable in later stages [20, 24, 25]. This approach is simple, but it might not provide satisfactory performance.

In this paper, we use Price's theorem [26,27] to derive a range of the optimal PCF for the first stage in PPIC of DS-CDMA system with multipath fading channel employing GR based on GASP [1-5], where the lower and upper boundary values of the PCF can be explicitly calculated from the processing gain and the number of users of DS-CDMA system in the case of periodic code scenario. Computer simulation shows that, using the average of these two boundary values as the PCF for the first stage, we are able to reach the bit error rate ( BER ) performance that is very close to the potentially achieved one [28] and surpasses the BER performance of the real PCF for DS-CDMA systems discussed, for example in [20].

With this result, a reasonable PCF can quickly be determined without using any time-consuming Monte Carlo simulations. It is worth mentioning that the two-stage GR considered in [29] based on the PPIC using the proposed PCF at the first stage achieves the BER performance comparable to that of the three-stage GR based on the PPIC using an arbitrary PCF at the first stage. In other words, at the same BER performance, the proposed approach for selecting the PCF can reduce the GR complexity based on the PPIC. The PCF selection approach is derived for multipath fading channel cases discussed in [19, 30].

The paper is organized as follows. In Section 2, we describe the multipath fading channel model and provide system models for selection/maximal ratio combining and synchronous DS-CDMA, and recall the main functioning
principles of GR. We carry out the performance analysis in Section 3 where we obtain a symbol error rate expression in the closed form and define a marginal moment generating function of SNR per symbol of a single quadrature branch. In Section 4, we determine the lower and upper PCF bounds based on the processing gain $N$ and the number of users $K$ under multipath fading channel model in DS-CDMA system employing GR. Finally, simulation results are given in Section 5, and some conclusions are made in Section 6.

## 2. System Model

2.1. Multipath Fading Channel Model. Let the transfer function for user $k^{\prime}$ s channel be

$$
\begin{equation*}
W_{k}(Z)=\sum_{i=1}^{M} \alpha_{k, i} Z^{-\tau_{k, i}} \tag{1}
\end{equation*}
$$

As we can see from (1), the number of paths is $M$ and the channel gain and delay for $i$ th channel path are $\alpha_{k, i}$ and $\tau_{k, i}$, respectively. We use two vectors to represent these parameters:

$$
\begin{align*}
\boldsymbol{\tau}_{k} & =\left[\tau_{k, 1}, \tau_{k, 2}, \ldots, \tau_{k, L}\right]^{T} \\
\boldsymbol{\alpha}_{k} & =\left[\alpha_{k, 1}, \alpha_{k, 2}, \ldots, \alpha_{k, L}\right]^{T} \tag{2}
\end{align*}
$$

Let

$$
\begin{equation*}
\tau_{k, 1} \leq \tau_{k, 2} \leq \cdots \leq \tau_{k, L} \tag{3}
\end{equation*}
$$

and the channel power is normalized

$$
\begin{equation*}
\sum_{i=1}^{L} \alpha_{k, i}^{2}=1 \tag{4}
\end{equation*}
$$

Without loss of generality, we may assume that $\tau_{k, 1}=0$ for each user and $L$ is the maximum possible number of paths. When a user's path number, say $M_{1}$, is less than $M$, we can let all the elements in $\tau_{k, i}$ and $\alpha_{k, i}$ be zero if the following condition is satisfied

$$
\begin{equation*}
M_{1}+1 \leq i \leq M \tag{5}
\end{equation*}
$$

We may also assume that the maximum delay is much smaller than the processing gain $N$ [23]. Before our formulation, we first define a $(2 N-1) \times L$ composite signature matrix $\mathrm{A}_{k}$ in the following form

$$
\begin{equation*}
\mathbf{A}_{k}=\left[\tilde{\mathbf{a}}_{k, 1}, \widetilde{\mathbf{a}}_{k, 2}, \ldots, \widetilde{\mathbf{a}}_{k, L}\right] \tag{6}
\end{equation*}
$$

where $\widetilde{\mathbf{a}}_{k, i}$ is a vector containing $i$ th delayed spreading code for user $k$. It is defined as

$$
\begin{equation*}
\tilde{\mathbf{a}}_{k, i}=[\overbrace{0, \ldots, 0}^{\tau_{k, i}}, \mathbf{a}_{k}^{T}, \overbrace{0, \ldots, 0}^{N-\tau_{k, i}-1}]^{T} \tag{7}
\end{equation*}
$$

Since a multipath fading channel is involved, the current received bit signal will be interfered by previous bit signal. As mentioned above, the maximum path delay is much smaller than the processing gain. The interference will not be severe and for simplicity, we may ignore this effect. Let us denote the channel gain for multipath fading as

$$
\begin{equation*}
\mathbf{h}_{k}=\boldsymbol{\alpha}_{k} \mathbf{A}_{k} \tag{8}
\end{equation*}
$$



Figure 1: Block diagram receiver based on GR with quadrature subbranch HS/MRC and HS/MRC schemes.
2.2. Selection/Maximal-Ratio Combining. We assume that there are $N$ diversity branches experiencing slow and flat Rayleigh fading, and all of the fading processes are independent and identically distributed (i.i.d.). During analysis, we consider only the hypothesis $H_{1}$ "a yes" signal in the input stochastic process. Then the equivalent received baseband signal for the $k$ th diversity branch takes the following form:

$$
\begin{equation*}
x_{k}(t)=h_{k}(t) s\left(t-\tau_{k}\right)+n_{k}(t), \quad k=1, \ldots, N \tag{9}
\end{equation*}
$$

where $s\left(t-\tau_{k}\right)$ is a 1-D baseband transmitted signal that, without loss of generality, is assumed to be real, $h_{k}(t)$ is the complex channel gain for the $k$ th branch subjected to Rayleigh fading, $\tau_{k}$ is the propagation delay along the $k$ th path of the received signal, and $n_{k}(t)$ is a zero-mean complex AWGN with two-sided power spectral density $N_{0} / 2$ with the dimension W/Hz. At GR front end, for each diversity branch, the received signal is split into its in-phase and quadrature signal components. Then, the conventional HS/MRC scheme is applied over all of these quadrature branches, as shown in Figure 1.

We can present $h_{k}(t)$ given by (1)-(8) as i.i.d. complex Gaussian random variables assuming that each of the $L$ branches experiences slow, flat, Rayleigh fading

$$
\begin{equation*}
h_{k}(t)=\alpha_{k}(t) \exp \left\{-j \varphi_{k}(t)\right\}=\alpha_{k} \exp \left\{-j \varphi_{k}\right\} \tag{10}
\end{equation*}
$$

where $\alpha_{k}$ is a Rayleigh random variable and $\varphi_{k}$ is a random variable uniformly distributed within the limits of the interval $[0,2 \pi)$. Owing to the fact that the fade amplitudes are Rayleigh distributed, we can present $h_{k}(t)$ as

$$
\begin{equation*}
h_{k}(t)=h_{k I}(t)+j h_{k Q}(t) \tag{11}
\end{equation*}
$$

and $n_{k}(t)$ as

$$
\begin{equation*}
n_{k}(t)=n_{k I}(t)+j n_{k Q}(t) \tag{12}
\end{equation*}
$$

The in-phase signal component $x_{k I}(t)$ and quadrature signal component $x_{k Q}(t)$ of the received signal $x_{k}(t)$ are given by

$$
\begin{align*}
x_{k I}(t) & =h_{k I}(t) a\left(t-\tau_{k}\right)+n_{k I}(t), \\
x_{k Q}(t) & =h_{k Q}(t) a\left(t-\tau_{k}\right)+n_{k Q}(t) \tag{13}
\end{align*}
$$

Since $h_{k}(t)(k=1, \ldots, K)$ are subjected to i.i.d. Rayleigh fading, we can assume that the in-phase $h_{k I}(t)$ and quadrature
$h_{k Q}(t)$ channel gain components are independent zero-mean Gaussian random variables with the same variance [18]

$$
\begin{equation*}
\sigma_{h}^{2}=\frac{1}{2} \mathrm{E}\left[\left|h_{k}^{2}(t)\right|\right] \tag{14}
\end{equation*}
$$

where $\mathrm{E}[\cdot]$ is the mathematical expectation. Further, the inphase $n_{k I}(t)$ and quadrature $n_{k Q}(t)$ noise components are also independent zero-mean Gaussian random processes, each with two-sided power spectral density $N_{0} / 2$ with the dimension $\mathrm{W} / \mathrm{Hz}$ [13]. Due to the independence of the in-phase $h_{k I}(t)$ and quadrature $h_{k Q}(t)$ channel gain components and the in-phase $n_{k I}(t)$ and quadrature $n_{k Q}(t)$ noise components, the 2 N quadrature branch received signal components conditioned on the transmitted signal are i.i.d.

We can reorganize the in-phase and quadrature components of the channel gains $h_{k}$ and Gaussian noise $n_{k}(t)$ when $k=1, \ldots, N$ as $g_{k}$ and $v_{k}$, given, respectively, by

$$
\begin{align*}
& g_{k}(t)= \begin{cases}h_{k I}(t), & k=1, \ldots, N, \\
h_{(k-N) Q}(t), & k=N+1, \ldots, 2 N ;\end{cases}  \tag{15}\\
& v_{k}(t)= \begin{cases}n_{k I}(t), & k=1, \ldots, N, \\
n_{(k-N) Q}(t), & k=N+1, \ldots, 2 N .\end{cases} \tag{16}
\end{align*}
$$

The GR output with quadrature subbranch HS/MRC and HS/MRC schemes according to GASP [1-5] is given by

$$
\begin{align*}
Z_{\mathrm{QBHS} / \mathrm{MRC}}^{g}(t)= & s^{2}(t) \sum_{k=1}^{2 N} c_{k}^{2} g_{k}^{2}(t) \\
& +\sum_{k=1}^{2 N} c_{k}^{2} g_{k}^{2}(t)\left[v_{k_{\mathrm{AF}}^{2}}^{2}(t)-v_{k_{\mathrm{PF}}}^{2}(t)\right] \tag{17}
\end{align*}
$$

where $v_{k_{\mathrm{AF}}}^{2}(t)-v_{k_{\mathrm{PF}}}^{2}(t)$ is the background noise forming at the GR output for the $k$ th branch; $c_{k} \in\{0,1\}$ and $2 L$ of the $c_{k}$ equal 1.
2.3. Generalized Receiver (GR). For better understanding (17), we recall the main functioning principles of GR. The simple model of GR in form of block diagram is represented in Figure 2. In this model, we use the following notations: MSG is the model signal generator (local oscillator), the AF is the additional filter (the linear system), and the PF is the preliminary filter (the linear system). A detailed discussion of the AF and PF can be found in [2, pages 233-243 and 264284] and [5]. Consider briefly the main statements regarding the AF and PF .

There are two linear systems at the GR front end that can be presented, for example, as bandpass filters, namely, the PF with the impulse response $h_{\mathrm{PF}}(\tau)$ and the AF with the impulse response $h_{\mathrm{AF}}(\tau)$. For simplicity of analysis, we think that these filters have the same amplitude-frequency responses and bandwidths. Moreover, a resonant frequency of the AF is detuned relative to a resonant frequency of PF on such a value that signal cannot pass through the AF (on a value that is higher the signal bandwidth). Thus, the signal


Figure 2: Principal block diagram model of the GR.
and noise can be appeared at the PF output and the only noise is existed at the AF output. It is well known, if a value of detuning between the AF and PF resonant frequencies is more than $4 \div 5 \Delta f_{a}$, where $\Delta f_{a}$ is the signal bandwidth, the processes forming at the AF and PF outputs can be considered as independent and uncorrelated processes (in practice, the coefficient of correlation is not more than 0.05).

In the case of signal absence in the input process, the statistical parameters at the AF and PF outputs will be the same, because the same noise is coming in at the AF and PF inputs, and we may think that the AF and PF do not change the statistical parameters of input process, since they are the linear GR front end systems. For this reason, the AF can be considered as a generator of reference sample with $a$ priori information a "no" signal is obtained in the additional reference noise forming at the AF output.

There is a need to make some comments regarding the noise forming at the PF and AF outputs. If the Gaussian noise $n(t)$ comes in at the AF and PF inputs (the GR linear system front end), the noise forming at the AF and PF outputs is Gaussian, too, because the AF and PF are the linear systems and, in a general case, takes the following form:

$$
\begin{align*}
& v_{k_{\mathrm{PF}}}(t)=\int_{-\infty}^{\infty} h_{\mathrm{PF}}(\tau) v_{k}\left(t-\tau_{k}\right) d \tau \\
& v_{k_{\mathrm{AF}}}(t)=\int_{-\infty}^{\infty} h_{\mathrm{AF}}(\tau) v_{k}\left(t-\tau_{k}\right) d \tau \tag{18}
\end{align*}
$$

If, for example, AWGN with zero mean and two-sided power spectral density $N_{0} / 2$ is coming in at the AF and PF inputs (the GR linear system front end), then the noise forming at the AF and PF outputs is Gaussian with zero mean and variance given by [4, pages 264-269]

$$
\begin{equation*}
\sigma_{n}^{2}=\frac{N_{0} \omega_{0}^{2}}{8 \Delta_{F}} \tag{19}
\end{equation*}
$$

where, in the case the AF (or PF) is the RLC oscillatory circuit, the AF (or PF) bandwidth $\Delta_{F}$ and resonance frequency $\omega_{0}$ are defined in the following manner

$$
\begin{equation*}
\Delta_{F}=\pi \beta, \quad \omega_{0}=\frac{1}{\sqrt{L C}}, \quad \text { where } \beta=\frac{R}{2 L} \tag{20}
\end{equation*}
$$

The main functioning condition of GR is the equality over the whole range of parameters between the model signal $s_{k}^{*}(t)$ at the GR MSG output for user $k$ and expected signal $s_{k}(t)$ forming at the GR input liner system (the PF) output, that is,

$$
\begin{equation*}
s_{k}(t)=s_{k}^{*}(t) \tag{21}
\end{equation*}
$$

How we can satisfy this condition in practice is discussed in detail in [2, pages 669-695] and [5]. More detailed discussion about a choice of PF and AF and their amplitudefrequency responses is given in [2,5] (see also http://www .sciencedirect.com/science/journal/10512004, click "Volume 8, 1998", "Volume 8, Issue 3", and "A new approach to signal detection theory").
2.4. Synchronous DS-CDMA System. Consider a synchronous DS-CDMA system employing the GR with $K$ users, the processing gain $N$, the number of frame $L$, the chip duration $T_{c}$, the bit duration $T_{b}=N T_{c} / R$ with information bit encoding rate $R$. The signature waveform of the user $k$ is given by

$$
\begin{equation*}
a_{k}(t)=\sum_{i=1}^{N} a_{k i} p_{T_{c}}\left(t-i T_{c}\right) \tag{22}
\end{equation*}
$$

where $\left\{a_{k 1}, a_{k 2}, \ldots, a_{k N}\right\}$ is a random spreading code with each element taking value on $\pm 1 / \sqrt{N}$ equiprobably, $p_{T_{c}}(t)$ is the unit-amplitude rectangular pulse with duration $T_{c}$. The baseband signal transmitted by the user $k$ is given by

$$
\begin{equation*}
s_{k}(t)=A_{k}(t) \sum_{i=1}^{L} b_{k, i} a_{k}\left(t-i T_{b}\right) \tag{23}
\end{equation*}
$$

where $A_{k}(t)$ is the transmitted signal amplitude of the user $k$.
The following form can present the received baseband signal:

$$
\begin{align*}
x(t) & =\sum_{k=1}^{K} h_{k}(t) s_{k}(t)+n(t) \\
& =\sum_{k=1}^{K} \sum_{i=1}^{L} S_{k}(t) b_{k, i} a_{k}\left(t-i T_{b}\right)+n(t), \quad t \in\left[0, T_{b}\right], \tag{24}
\end{align*}
$$

where, taking into account (1)-(8) and (10) and as it was shown in [31],

$$
\begin{equation*}
S_{k}(t)=h_{k}(t) A_{k}(t)=\alpha_{k}^{2} A_{k}(t) \tag{25}
\end{equation*}
$$

is the received signal amplitude envelope for the user $k, n(t)$ is the complex Gaussian noise with zero mean with

$$
E\left[n_{k}(t)\left(n_{j}(t)\right)^{*}\right]= \begin{cases}2 \alpha_{k}^{2} \sigma_{n}^{2}, & \text { if } j=k  \tag{26}\\ 2 \alpha_{k}^{2} \sigma_{n}^{2} \rho_{k j}, & \text { if } j \neq k\end{cases}
$$

$\rho_{k j}$ is the coefficient of correlation.
Using GR based on the multistage PPIC for DS-CDMA systems and assuming the user $k$ is the desired user, we can express the corresponding GR output according to GASP (see Figure 2) and the main functioning condition of GR given by (21) as the first stage of the PPIC GR:

$$
\begin{align*}
Z_{k}(t)= & \int_{0}^{T_{b}}\left[2 x_{k}(t) s_{k}^{*}\left(t-\tau_{k}\right)-x_{k}(t) x_{k}\left(t-\tau_{k}\right)\right] d t  \tag{27}\\
& +\int_{0}^{T_{b}} \alpha_{k}^{2} v_{k_{\mathrm{AF}}}(t) v_{k_{\mathrm{AF}}}\left(t-\tau_{k}\right) d t
\end{align*}
$$

where $s_{k}^{*}(t)$ is the model of the signal transmitted by the user $k$ (see (21)); $\tau_{k}$ is the delay factor that can be neglected for simplicity of analysis. For this case, we have

$$
\begin{align*}
Z_{k} & =S_{k}(t) b_{k}+\sum_{j=1, j \neq k}^{K} S_{j}(t) b_{j} \rho_{k j}+\zeta_{k} \\
& =S_{k}(t) b_{k}+I_{k}(t)+\zeta_{k}(t)  \tag{28}\\
& =h_{k}(t) A_{k}(t) b_{k}+I_{k}(t)+\zeta_{k}(t),
\end{align*}
$$

where the first term in (28) is the desired signal,

$$
\begin{equation*}
\rho_{k j}=\int_{0}^{T_{b}} s_{k}(t) s_{j}(t) d t \tag{29}
\end{equation*}
$$

is the coefficient of correlation between signature waveforms of the $k$ th and $j$ th users; the third term in (28)

$$
\begin{equation*}
\zeta_{k}=\int_{0}^{T_{b}} \alpha_{k}^{2}\left[v_{k_{\mathrm{AF}}}^{2}(t)-v_{k_{\mathrm{PF}}^{2}}^{2}(t)\right] d t \tag{30}
\end{equation*}
$$

is the total noise component at the GR output; the second term in(28)

$$
\begin{align*}
I_{k} & =\sum_{j=1, j \neq k}^{K} S_{j} b_{j} \rho_{k j} \\
& =\sum_{j=1, j \neq k}^{K} h_{j} A_{j} b_{j} \rho_{k j}  \tag{31}\\
& =\sum_{j=1, j \neq k}^{K} \alpha_{j}^{2} A_{j} b_{j} \rho_{k j}
\end{align*}
$$

is the MAI. The conventional GR makes a decision based on $Z_{k}$. Thus, MAI is treated as another noise source. When the number of users is large, MAI will seriously degrade the system performance. GR with partial interference cancellation, being a multiuser detection scheme [8], is proposed to alleviate this problem.

Denoting the soft and hard decisions of the GR output for the user $k$ by

$$
\begin{equation*}
\tilde{b}_{k}^{(0)}=Z_{k}, \quad \hat{b}_{k}^{(0)}=\operatorname{sgn}\left(Z_{k}\right) \tag{32}
\end{equation*}
$$

respectively, the output of the GR with the first PPIC stage with a partial cancellation factor equal to $p_{1}$ can be written as [20]

$$
\begin{align*}
\widetilde{b}_{k}^{(1)} & =p_{1}\left(Z_{k}-\hat{I}_{k}\right)+\left(1-p_{1}\right) \tilde{b}_{k}^{(0)}  \tag{33}\\
& =Z_{k}-p_{1} \hat{I}_{k}
\end{align*}
$$

where $\widetilde{b}_{k}^{(1)}$ denotes the soft decision of user $k$ at the GR output with the first stage of PPIC and

$$
\begin{align*}
\hat{I}_{k} & =\sum_{j=1, j \neq k}^{K} S_{j} \hat{b}_{j}^{(0)} \rho_{k j} \\
& =\sum_{j=1, j \neq k}^{K} h_{j} A_{j} \hat{b}_{j}^{(0)} \rho_{k j}  \tag{34}\\
& =\sum_{j=1, j \neq k}^{K} \alpha_{j}^{2} A_{j} \hat{b}_{j}^{(0)} \rho_{k j}
\end{align*}
$$

is the estimated MAI using a hard decision.

## 3. Performance Analysis

3.1. Symbol Error Rate Expression. Let $q_{k}$ denote the instantaneous SNR per symbol of the $k$ th quadrature branch ( $k=$ $1, \ldots, 2 N$ ) at the GR output under quadrature subbranch HS/MRC and HS/MRC schemes. In line with [2, 23] and (1)(8) and (10), the instantaneous SNR $q_{k}$ can be defined in the following form:

$$
\begin{equation*}
q_{k}=\frac{E_{b} \alpha_{k}^{2}}{2 \sigma_{n}^{2}} \tag{35}
\end{equation*}
$$

where $E_{b}$ is the average symbol energy of the transmitted signal $s(t)$.

Assume that we choose $2 L(1 \leq L \leq N)$ quadrature branched out of the $2 N$ branches. Then, the SNR per symbol at the GR output under quadrature subbranch HS/MRC and HS/MRC schemes may be presented as

$$
\begin{equation*}
q_{\mathrm{QBHS} / \mathrm{MRC}}=\sum_{k=1}^{2 L} q_{(k)}, \tag{36}
\end{equation*}
$$

where $q_{(k)}$ are the ordered instantaneous SNRs $q_{k}$ and satisfy the following condition

$$
\begin{equation*}
q_{(1)} \geq q_{(2)} \geq \cdots \geq q_{(2 N)} \tag{37}
\end{equation*}
$$

When $L=N$, we obtain the MRC, as expected.

Using the moment generating function (MGF) method discussed in $[10,18]$, SER of $M$-ary pulse amplitude modulation (PAM) system conditioned on $q_{\mathrm{QBHS} / \mathrm{MRC}}$ is given by

$$
\begin{align*}
& P_{s}\left(q_{\mathrm{QBHS} / \mathrm{MRC}}\right) \\
& \quad=\frac{2(M-1)}{M \pi} \int_{0}^{0.5 \pi} \exp \left(-\frac{g_{M-\mathrm{PAM}}}{\sin ^{2} \theta} q_{\mathrm{QBHS} / \mathrm{MRC}}\right) d \theta \tag{38}
\end{align*}
$$

where

$$
\begin{equation*}
g_{M-\mathrm{PAM}}=\frac{3}{M^{2}-1} \tag{39}
\end{equation*}
$$

Averaging (38) over $q_{\mathrm{QBHS} / \mathrm{MRC}}$, the SER of $M$-ary PAM system is determined in the following form:

$$
\begin{align*}
P_{s} & =\frac{2(M-1)}{M \pi} \int_{0}^{0.5 \pi} \int_{0}^{\infty} \exp \left(-\frac{g_{M-\mathrm{PAM}}}{\sin ^{2} \theta} q\right) f_{q_{\mathrm{QBHS} \mathrm{MRC}}}(q) d q d \theta \\
& =\frac{2(M-1)}{M \pi} \int_{0}^{0.5 \pi} \varphi_{q_{\mathrm{QBHS} \text { MRC }}}\left(-\frac{g_{M-\mathrm{PAM}}}{\sin ^{2} \theta}\right) d \theta, \tag{40}
\end{align*}
$$

where

$$
\begin{equation*}
\varphi_{q}(s)=E_{q}\{\exp (s q)\} \tag{41}
\end{equation*}
$$

is the MGF of random variable $q, E_{q}\{\cdot\}$ is the mathematical expectation of MGF with respect to SNR per symbol. A finite-limit integral for the Gaussian $Q$-function, which is convenient for numerical integrations is given by [32]

$$
Q(x)=\left\{\begin{array}{l}
\frac{1}{\pi} \int_{0}^{0.5 \pi} \exp \left\{-\frac{x^{2}}{2 \sin ^{2} \theta}\right\} d \theta, \quad x \geq 0  \tag{42}\\
1-\frac{1}{\pi} \int_{0}^{0.5 \pi} \exp \left\{-\frac{x^{2}}{2 \sin ^{2} \theta}\right\} d \theta, \quad x<0
\end{array}\right.
$$

The error function can be related to the Gaussian $Q$-function by

$$
\begin{align*}
\operatorname{erf}(x) & =\frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp \left(-t^{2}\right) d t  \tag{43}\\
& =1-2 Q(\sqrt{2} x)
\end{align*}
$$

The complementary error function is defined as $\operatorname{erfc}(x)=$ $1-\operatorname{erf}(x)$ so that

$$
\begin{equation*}
Q(x)=\frac{1}{2} \operatorname{erfc}\left(\frac{x}{\sqrt{2}}\right) \quad \text { or } \quad \operatorname{erfc}(x)=2 Q(\sqrt{2} x) \tag{44}
\end{equation*}
$$

which is convenient for computing values using MATLAB since erfc is a subprogram in MATLAB but the Gaussian $Q$ function is not (unless you have a Communications Toolbox). Note that the Gaussian $Q$-function is the tabulated function.

Now, let us compare (38) and (42) to obtain the closed form expression for the SER of $M$-ary PAM system
employing the GR with quadrature subbranch HS/MRC and HS/MRC schemes. We can easily see that taking into account (14), (15), (35), (36), and (39), the SER of $M$-ary PAM system employing the GR with quadrature subbranch HS/MRC and HS/MRC schemes can be defined in the following form

$$
\begin{equation*}
P_{s}\left(q_{\mathrm{QBHS} / \mathrm{MRC}}\right)=\frac{2 M-1}{M} Q\left(\sqrt{\frac{6}{M^{2}-1} q_{\mathrm{QBHS} / \mathrm{MRC}}}\right) \tag{45}
\end{equation*}
$$

Thus, we obtain the closed form expression for the SER of $M$-ary PAM system employing the GR with quadrature subbranch HS/MRC and HS/MRC schemes that agrees with (8.136) and (8.138) in [33]. If $M=2$, the average BER performance of coherent binary phase-shift keying (BPSK) system using the quadrature subbranch HS/MRC and HS/MRC schemes under GR implementation can be determined in the following form:

$$
\begin{equation*}
P_{b}=\frac{1}{\pi} \int_{0}^{0.5 \pi} \varphi_{q_{Q B H S} M R C}\left(-\frac{1}{\sin ^{2} \theta}\right) d \theta \tag{46}
\end{equation*}
$$

3.2. MGF of $q_{\mathrm{QBHS} / \mathrm{MRC}}$. Since all of the $2 N$ quadrature branches are i.i.d., the MGF of $q_{\mathrm{QBHS} / \mathrm{MRC}}$ takes the following form [12]:
$\varphi_{q_{\text {QBHS }} \text { MRC }}(s)$

$$
\begin{equation*}
=2 L\binom{2 N}{2 L} \int_{0}^{\infty} \exp (s q) f(q)[\varphi(s, q)]^{2 L-1}[F(q)]^{2(N-L)} d q \tag{47}
\end{equation*}
$$

where $f(q)$ and $F(q)$ are, respectively, the probability density function (pdf) and the cumulative distribution function (cdf) of $q$, the SNR per symbol, for each quadrature branch, and

$$
\begin{equation*}
\varphi(s, q)=\int_{q}^{\infty} \exp (s x) f(x) d x \tag{48}
\end{equation*}
$$

is the marginal moment generating function (MMGF) of SNR per symbol of a single quadrature branch.

Since $g_{k}$ and $g_{k+N}(k=1, \ldots, N)$ follow a zero-mean Gaussian distribution with the variance $\sigma_{h}^{2}$ given by (14), one can show that $q_{k}$ and $q_{k+N}$ follow the Gamma distribution with pdf given by [26]

$$
f(q)= \begin{cases}\frac{1}{\sqrt{q}} \exp \left(-\frac{q}{\bar{q}}\right) \sqrt{\pi \bar{q}}, & q \geq 0  \tag{49}\\ 0, & q \leq 0\end{cases}
$$

where

$$
\begin{equation*}
\bar{q}=\frac{E_{b} \sigma_{h}^{2}}{\sigma_{n}^{2}} \tag{50}
\end{equation*}
$$

is the average SNR per symbol for each diversity branch. The MMGF of SNR per symbol of a single quadrature branch can
be determined in the following form:

$$
\begin{equation*}
\varphi(s, q)=\frac{1}{\sqrt{1-s \bar{q}}} \operatorname{erfc}\left(\sqrt{\frac{1-s \bar{q}}{\bar{q}}} q\right) . \tag{51}
\end{equation*}
$$

Moreover, the cdf of $q$ becomes

$$
\begin{equation*}
F(q)=1-\varphi(0, q)=1-\operatorname{erfc}\left(\sqrt{\frac{q}{q}}\right) \tag{52}
\end{equation*}
$$

## 4. PCF Determination

4.1. AWGN Channel. In this section, we determine the PCF at the GR output with the first stage of PPIC. From [20], the linear minimum mean square error (MMSE) solution of PCF for the first stage of PPIC is given by

$$
\begin{equation*}
p_{1, \mathrm{opt}}=\frac{\sigma_{2,0}^{2}-\rho_{1} \sigma_{1,1} \sigma_{2,0}}{\sigma_{1,1}^{2}+\sigma_{2,0}^{2}-2 \rho_{1} \sigma_{1,1} \sigma_{2,0}}, \tag{53}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{1,1}^{2}=E\left\{\left(I_{k}+\zeta_{k}-\hat{I}_{k}\right)^{2}\right\} \tag{54}
\end{equation*}
$$

is the power of residual MAI plus the total noise component forming at the GR output at the first stage,

$$
\begin{equation*}
\sigma_{2,0}^{2}=E\left\{\left(I_{k}+\zeta_{k}\right)^{2}\right\} \tag{55}
\end{equation*}
$$

is the power of true MAI plus the total noise component forming at the GR output (also called the 0th stage), and

$$
\begin{equation*}
\rho_{1} \sigma_{1,1} \sigma_{2,0}=E\left\{\left(I_{k}+\zeta_{k}-\hat{I}_{k}\right)\left(I_{k}+\zeta_{k}\right)\right\} \tag{56}
\end{equation*}
$$

is a correlation between these two MAI terms. It can be rewritten as

$$
\begin{align*}
p_{1, \mathrm{opt}}= & \frac{E\left\{\left(I_{k}+\zeta_{k}\right) \hat{I}_{k}\right\}}{E\left\{\hat{I}_{k}^{2}\right\}} \\
= & \frac{1}{(1 / N) \sum_{u \neq l}^{K} S_{u}^{2}+\sum_{u \neq l}^{K} \sum_{v \neq l, u}^{K} S_{u} S_{v} E\left\{\rho_{u l} \rho_{v l} \hat{b}_{u}^{(0)} \hat{b}_{v}^{(0)}\right\}} \\
& \times\left\{\frac{1}{N} \sum_{u \neq l}^{K} A_{u}^{2}\left(1-2 P_{e, u}\right)+\sum_{u \neq l}^{K} \sum_{v \neq l, u}^{K} S_{u} S_{v} E\left\{\rho_{u l} \rho_{v l} \hat{b}_{u}^{(0)} \hat{b}_{v}^{(0)}\right\}+\sum_{v \neq l}^{K} S_{v} E\left\{\rho_{v l} \zeta_{l} \hat{b}_{v}^{(0)}\right\}\right\} \\
= & \frac{E\left\{\left[\sum_{j=1, j \neq k}^{K} \alpha_{j}^{2} A_{j} b_{j} \rho_{k j}+\int_{0}^{T_{b}} \alpha_{k}^{2}\left[v_{k_{\mathrm{AF}}^{2}}^{2}(t)-v_{k_{\mathrm{pF}}}^{2}(t)\right] d t\right] \sum_{j=1, j \neq k}^{K} \alpha_{j}^{2} A_{j} \hat{b}_{j}^{(0)} \rho_{k j}\right\}}{E\left\{\left[\sum_{j=1, j \neq k}^{K} \alpha_{j}^{2} A_{j} \hat{b}_{j}^{(0)} \rho_{k j}\right]^{2}\right\}}  \tag{57}\\
& \times\left\{\frac{1}{(1 / N) \sum_{i \neq k}^{K} \alpha_{i}^{4} A_{i}^{2}+\sum_{i \neq k}^{K} \sum_{j \neq k, i}^{K} \alpha_{i}^{2} A_{i} \alpha_{j}^{2} A_{j} E\left\{\rho_{i k}^{4} \rho_{j k} \hat{b}_{i}^{2}\left(1-2 P_{e, i}\right)+\sum_{i \neq k}^{K} \sum_{j \neq k, i}^{(0)} \alpha_{i}^{K} \alpha_{i}^{2} A_{i} \alpha_{j}^{2} A_{j} E\left\{\rho_{i k} \rho_{j k} \hat{b}_{i}^{(0)} \hat{b}_{j}^{(0)}\right\}\right.}\right. \\
& \left.+\sum_{j \neq k}^{K} \alpha_{j}^{2} A_{j} E\left[\rho_{j k} \hat{b}_{j}^{(0)} \int_{0}^{T_{b}} \alpha_{k}^{2}\left[v_{k_{\mathrm{AF}}^{2}}^{2}(t)-v_{k_{\mathrm{pF}}}^{2}(t)\right] d t\right]\right\}
\end{align*}
$$

where $P_{e, i}$ is the BER of user $i$ at the corresponding GR output;

$$
\begin{equation*}
E\left\{\hat{b}_{i}^{(0)} \hat{b}_{i}^{(0)}\right\}=1-2 P_{e, i}, \quad E\left\{\rho_{i k}^{2}\right\}=N^{-1} \tag{58}
\end{equation*}
$$

The PCF $p_{1, \text { opt }}$ can be regarded as the normalized correlation between the true MAI plus the total noise component forming at the GR output and the estimated MAI. Assume that

$$
\begin{equation*}
\mathbf{b}=\left\{b_{k}\right\}_{k=1}^{K} \tag{59}
\end{equation*}
$$

is the dataset of all users;

$$
\begin{equation*}
\boldsymbol{\rho}=\left\{\rho_{i k}\right\}_{i, k=1}^{K} \tag{60}
\end{equation*}
$$

is the correlation coefficient set of random sequences;

$$
\begin{equation*}
f_{\tilde{b}_{i}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}}\left(\widetilde{b}_{i}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}\right)=\mathcal{N}\left(E\left\{\widetilde{b}_{i}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}\right\}, 4 \alpha^{4} \sigma_{n}^{4}\right) \tag{61}
\end{equation*}
$$

is the conditional normal pdf of $\widetilde{b}_{i}^{(0)}$ given $\mathbf{b}$ and $\rho$ and $f_{\tilde{b}_{i}^{(0)}, \tilde{b}_{j}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}}\left(\widetilde{b}_{i}^{(0)}, \tilde{b}_{j}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}\right)$ is the conditional joint normal pdf of $\tilde{b}_{i}^{(0)}$ and $\tilde{b}_{j}^{(0)}$ given $\mathbf{b}$ and $\boldsymbol{\rho}$.

Following the derivations in [20], the expectation terms with hard decisions in (57) can be evaluated based on Price's theorem [26] as follows

$$
\begin{align*}
& E\left\{\rho_{i k} \rho_{j k} \hat{b}_{i}^{(0)} \hat{b}_{j}^{(0)}\right\} \\
& =E\left\{E\left\{E\left\{\rho_{i k} \rho_{j k} \hat{b}_{i}^{(0)} \hat{b}_{j}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}\right\} \mid \boldsymbol{\rho}\right\}\right\}  \tag{62}\\
& =E\left\{E\left\{\rho_{i k} \rho_{j k} \hat{b}_{i}^{(0)}\left(2 Q_{j}-1\right) \mid \boldsymbol{\rho}\right\}\right\}, \\
& E\left\{\rho_{j k} \zeta_{k} \hat{b}_{j}^{(0)}\right\} \\
& =E\left\{E\left\{E\left\{\rho_{j k} \zeta_{k} \hat{b}_{j}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}\right\} \mid \boldsymbol{\rho}\right\}\right\}  \tag{63}\\
& =4 \alpha^{4} \sigma_{n}^{4} E\left\{E\left\{\rho_{j k}^{2} f_{\tilde{b}_{j}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}}(0 \mid \mathbf{b}, \boldsymbol{\rho}) \mid \boldsymbol{\rho}\right\}\right\}, \\
& E\left\{\rho_{u l} \rho_{v l} \hat{b}_{u}^{(0)} \hat{b}_{v}^{(0)}\right\} \\
& =E\left\{E\left\{E\left\{\rho_{i k} \rho_{j k} \hat{b}_{i}^{(0)} \hat{b}_{j}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}\right\} \mid \boldsymbol{\rho}\right\}\right\} \\
& =E\left\{E \left\{\rho _ { i k } \rho _ { j k } \left[16 \rho_{i j} \alpha^{4} \sigma_{n}^{4}{\tilde{b_{i}^{(0)}}, \tilde{b}_{j}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}}(0,0 \mid \mathbf{b}, \boldsymbol{\rho})\right.\right.\right.  \tag{64}\\
& \left.\left.\left.+\left(2 Q_{i}-1\right)\left(2 Q_{j}-1\right)\right] \mid \boldsymbol{\rho}\right\}\right\},
\end{align*}
$$

where

$$
\begin{align*}
Q_{k}= & Q\left(-\frac{M\left\{\tilde{b}_{k}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}\right\}}{2 \alpha^{2} \sigma_{n}^{2}}\right),  \tag{65}\\
& \operatorname{var}\left\{\zeta_{k}\right\}=4 \alpha_{k}^{4} \sigma_{n}^{4}
\end{align*}
$$

is the total background noise variance forming at the GR output taking into account multipath fading channel; $\sigma_{n}^{2}$ is the additive Gaussian noise variance forming at the PF and AF outputs of GR linear tract; the Gaussian $Q$-function is given by (42).

Although numerical integration in $[20,21]$ can be adopted for determining the optimal PCF $p_{1, \text { opt }}$ for the first stage based on (57)-(64), it requires huge computational complexity. To simplify this problem, we assume that the total background noise forming at the GR output can be considered as a constant factor and may be small enough such that the $Q$ functions in (62) and (64) are all constants and (63) can be approximated to zero. That is

$$
\begin{equation*}
4 \alpha_{k}^{4} \sigma_{n}^{4} \ll \min _{\left\{\alpha_{k} A_{k}, \boldsymbol{\rho}\right\}}\left(E\left\{\widetilde{b}_{i}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}\right\}\right)^{2}=4 \alpha_{m}^{4} A_{m}^{2} N^{-2} \tag{66}
\end{equation*}
$$

where [34]

$$
\begin{gather*}
\alpha_{m}^{2} A_{m}=\min \alpha_{k}^{2} A_{k} ; \\
\sum_{k \neq m}^{K} \alpha_{k}^{2} A_{k} b_{k} \rho_{k l}=-\alpha_{m}^{2} A_{m} b_{m} \rho_{m k}^{\prime} ;  \tag{67}\\
\min \left|\rho_{m k}-\rho_{m k}^{\prime}\right|=\frac{2}{N}
\end{gather*}
$$

With this, we can rewrite (62) and (64) as follows:

$$
\begin{align*}
& \begin{aligned}
& E\{E\{ \left.\left.\rho_{i k} \rho_{j k} \hat{b}_{i}^{(0)}\left(2 Q_{j}-1\right) \mid \boldsymbol{\rho}\right\}\right\} \\
&=B_{1} E\left\{\rho_{i k} \rho_{j k}\right\} E\left\{\hat{b}_{i}^{(0)} \mid \boldsymbol{\rho}\right\}=0, \\
& E\left\{E \left\{\rho _ { i k } \rho _ { j k } \left[16 \rho_{i k} \alpha^{4} \sigma_{n}^{4} f_{\tilde{b}_{i}^{(0)}, \tilde{b}_{j}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}}(0,0 \mid \mathbf{b}, \boldsymbol{\rho})\right.\right.\right. \\
&\left.\left.\left.+\left(2 Q_{i}-1\right)\left(2 Q_{j}-1\right)\right] \mid \boldsymbol{\rho}\right\}\right\} \\
&= E\left\{E\left\{16 \alpha^{4} \sigma_{n}^{4} \rho_{i k} \rho_{j k} \rho_{i j} f_{\tilde{b}_{i}^{(0)}, \tilde{b}_{j}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}}(0,0 \mid \mathbf{b}, \boldsymbol{\rho}) \mid \boldsymbol{\rho}\right\}\right\} \\
&+B_{2} E\left\{E\left\{\rho_{i k} \rho_{j k} \mid \boldsymbol{\rho}\right\}\right\} \\
&= E\left\{E\left\{4 \alpha^{4} \sigma_{n}^{4} \rho_{i k} \rho_{j k} \rho_{i j} f_{\tilde{b}_{i}^{(0)}, \tilde{b}_{j}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}}(0,0 \mid \mathbf{b}, \boldsymbol{\rho}) \mid \boldsymbol{\rho}\right\}\right\},
\end{aligned} \tag{68}
\end{align*}
$$

where $B_{1}$ and $B_{2}$ are constants. According to assumptions made above, ${\tilde{f_{u}^{u}}}_{(0), \tilde{b}_{v}^{(0)} \mid \mathbf{l}, \boldsymbol{\rho}}(0,0 \mid \mathbf{b}, \boldsymbol{\rho})$ can be expressed by

$$
\begin{equation*}
f_{\widetilde{b}_{i}^{(0)}, \tilde{b}_{j}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}}(0,0 \mid \mathbf{b}, \boldsymbol{\rho})=\frac{\exp \left(-0.5 \mathbf{m}_{b}^{T} \mathbf{B}_{b}^{-1} \mathbf{m}_{b}\right)}{8 \pi \alpha^{4} \sigma_{n}^{4} \sqrt{1-\rho_{i j}^{2}}} \tag{70}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathbf{m}_{b}=\left[E\left\{\tilde{b}_{i}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}\right\}, E\left\{\tilde{b}_{j}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}\right\}\right]^{T} \\
\mathbf{B}_{b}=E\left\{\left(\widetilde{\mathbf{b}}-\mathbf{m}_{b}\right)\left(\widetilde{\mathbf{b}}-\mathbf{m}_{b}\right)^{T}\right\} \tag{71}
\end{gather*}
$$

with

$$
\begin{equation*}
\widetilde{\mathbf{b}}=\left[\widetilde{b}_{i}^{(0)}, \widetilde{b}_{j}^{(0)}\right]^{T} \tag{72}
\end{equation*}
$$

Since $\mathbf{B}_{b}^{-1}$ is a positive semidefinite matrix, that is,

$$
\begin{equation*}
\mathbf{m}_{b}^{T} \mathbf{B}_{b}^{-1} \mathbf{m}_{b} \geq 0 \tag{73}
\end{equation*}
$$

we can have

$$
\begin{equation*}
0<\int_{\widetilde{b}_{i}^{(0)}, \tilde{b}_{j}^{(0)} \mid \mathbf{b}, \boldsymbol{\rho}}(0,0 \mid \mathbf{b}, \boldsymbol{\rho}) \leq \max _{\substack{\rho_{i j} \\ \rho_{i j} \neq \pm 1}} \frac{1}{8 \pi \alpha^{4} \sigma_{n}^{4} \sqrt{1-\rho_{i j}^{2}}} \tag{74}
\end{equation*}
$$

With the above results,

$$
\begin{equation*}
\min _{\rho_{i j}, \rho_{i j} \neq \pm 1} \sqrt{1-\rho_{i j}^{2}}=\frac{2 \sqrt{N-1}}{N} \tag{75}
\end{equation*}
$$

where [34]

$$
\begin{align*}
\rho_{i j} & =1-2 N^{-1} \quad \text { or } \quad-1+2 N^{-1}, \\
E\left\{\rho_{i k} \rho_{j k} \rho_{i j}\right\} & =\sum_{m=1}^{N} \sum_{p=1}^{N} \sum_{q=1}^{N} E\left\{c_{i m} c_{k m} c_{j p} c_{k p} c_{i q} c_{j q}\right\}  \tag{76}\\
& =\sum_{m=1}^{N} N^{-3}=N^{-2} .
\end{align*}
$$

Thus, we can derive a range of $p_{1, \mathrm{opt}}$ as follows:

$$
\begin{gather*}
\frac{\sum_{i \neq k}^{K} \alpha_{i}^{4} A_{i}^{2}\left(1-2 P_{e, u}\right)}{\sum_{i \neq k}^{K} \alpha_{i}^{4} A_{i}^{2}+(1 /(\pi \sqrt{N-1})) \sum_{i \neq k}^{K} \sum_{j \neq l, i}^{K} \alpha_{i}^{2} A_{i} \alpha_{j}^{2} A_{j}} \\
\leq p_{1, \mathrm{opt}}<1-\frac{2 \sum_{i \neq k}^{K} \alpha_{i}^{4} A_{i}^{2} P_{e, u}}{\sum_{i \neq k}^{K} \alpha_{i}^{4} A_{i}^{2}} . \tag{77}
\end{gather*}
$$

If the power control is perfect, that is,

$$
\begin{equation*}
\alpha_{i}^{2} A_{i}=\alpha_{j}^{2} A_{j}=\alpha^{2} A, \quad P_{e, i}=P_{e} \tag{78}
\end{equation*}
$$

and $P_{e}$ is approximated by the BER of high SNR case, that is, the $Q(\sqrt{N /(K-1)})$ function $[35,36]$, (77) can be rewritten as

$$
\begin{equation*}
\frac{1-2 Q(\sqrt{N /(K-1)})}{1+(K-2) /(\pi \sqrt{N-1})} \leq p_{1, \mathrm{opt}}<1-2 Q\left(\sqrt{\frac{N}{K-1}}\right) \tag{79}
\end{equation*}
$$

It is interesting to see that the lower and upper boundary values can be explicitly calculated from the processing gain $N$ and the number of users $K$.
4.2. Multipath Channel. Based on representation in (8), we can obtain the received signal vector in the following form:

$$
\begin{equation*}
\mathbf{x}(t)=\sum_{k=1}^{K} A_{k}(t) b_{k} \mathbf{h}_{k}+\mathbf{n}(t) \tag{80}
\end{equation*}
$$

Introduce the following notation for the correlation coefficient

$$
\begin{equation*}
\omega_{j k}=\mathbf{h}_{j}^{T} \mathbf{h}_{k}, \quad \omega_{k}=\omega_{k k} \tag{81}
\end{equation*}
$$

In commercial DS-CDMA systems, the users' spreading codes are often modulated with another code having a very long period. As far as the received signal is concerned, the spreading code is not periodic. In other words, there will be many possible spreading codes for each user. If we use the result derived above, we then have to calculate the optimum PCFs for each possible code and the computational complexity will become very high. Since the period of the modulating code is usually very long, we can treat the code chips as independent random variables and approximate the correlation coefficient $\omega_{j k}$ given by (81) as a Gaussian random variable.

In this case, the GR output for the first stage can be presented in the following form:

$$
\begin{align*}
Z_{k}(t) & =A_{k}(t) b_{k} \mathbf{h}_{k}^{T} \mathbf{h}_{k}+\sum_{j=1, j \neq k}^{K} A_{j}(t) b_{j} \mathbf{h}_{j}^{T} \mathbf{h}_{k}+\zeta_{k}(t) \\
& =A_{k}(t) b_{k} \omega_{k}+\sum_{j=1, j \neq k}^{K} A_{j}(t) b_{j} \omega_{k}+\zeta_{k}(t) \tag{82}
\end{align*}
$$

where the background noise $\zeta_{k}(t)$ forming at the GR output is given by (30).

Evaluating the GR output process given by (82), based on the well-know results, for example, discussed in [37], we can define the BER performance for the user $k$ in the following form:

$$
\begin{align*}
P_{b}^{(k)} & =0.5 P\left(Z_{k} \mid b_{k}=1\right)+0.5 P\left(Z_{k} \mid b_{k}=-1\right) \\
& =P\left(Z_{k} \mid b_{k}=1\right) \tag{83}
\end{align*}
$$

In (83), we assume that the occurrence probabilities for $b_{k}=$ 1 and $b_{k}=-1$ are equal, and that the error probabilities for $b_{k}=1$ and $b_{k}=-1$ are also equal. As we can see from (82), there are three terms. The first term corresponds to the desired user bit. If we let $b_{k}=1$, it is a deterministic value. The third term in (82) given by (30) corresponds to the GR background noise interference which pdf is defined in [2, Chapter 3, pages 250-263, 324-328]. The second term in (82) corresponds to the interference from other users and is subjected to the binomial distribution. Note that correlation coefficients in (82) are small and DS-CDMA systems are usually operated in low SNR environments. The variance of the second term is then much smaller in comparison with the variance of the third term. Thus, we can assume that $Z_{k}$ conditioned on $b_{k}=1$ can be approximated by Gaussian distribution, as shown in [2, Chapter 3, pages 250-263, 324328] and [31]. Then, the BER performance takes a form

$$
\begin{equation*}
P\left(Z_{k}\right)=Q\left\{\sqrt{\frac{E_{\mathcal{L}}\left\{\mathcal{M}_{k}^{(l)}\right\}}{E_{\mathcal{L}}\left\{\mathcal{V}_{k}^{(l)}\right\}}}\right\}, \tag{84}
\end{equation*}
$$

where $E_{\mathcal{L}}\{\cdot\}$ denotes the expectation operator over the spreading code set $\mathcal{L}$ and $\mathcal{M}_{k}^{(l)}, \mathcal{V}_{k}^{(l)}$ are the expected squared mean and variance of $Z_{k}$, respectively, given the $l$ th possible code in $\mathcal{L}$. Letting

$$
\begin{equation*}
R_{k}=\sum_{j \neq k} q_{j}, \quad \Lambda_{k}=\sum_{j \neq k} \omega_{j k}^{2}, \tag{85}
\end{equation*}
$$

where $q_{j}$ is defined in (35), considering $\omega_{j k}$ as a Gaussian random variable, we obtain

$$
\begin{align*}
E_{\mathcal{L}}\left\{\mathcal{M}_{k}^{(l)}\right\} & =A_{k}^{2}\left(E_{\mathcal{L}}\left\{\omega_{k}^{(l)}\right\}-p_{k} E_{\mathcal{L}}\left\{\Lambda_{k}^{(l)}\right\}\right)^{2} \\
& =A_{k}^{2}\left(1-p_{k} E_{\mathcal{L}}\left\{\Lambda_{k}^{(l)}\right\}\right)^{2}, \tag{86}
\end{align*}
$$

and the variance as

$$
\begin{equation*}
E_{\mathcal{L}}\left\{\mathcal{V}_{k}^{(l)}\right\}=4 \sigma_{n}^{4}\left(E_{\mathcal{L}}\left\{\Omega_{1, k}^{(l)}\right\} p_{k}^{2}-2 E_{\mathcal{L}}\left\{\Omega_{2, k}^{(l)}\right\} p_{k}+E_{\mathcal{L}}\left\{\Omega_{3, k}^{(l)}\right\}\right) \tag{87}
\end{equation*}
$$

Note that the expectations in (86) and (87) are operated on interfering user bits and noise using the correlation
coefficient $\varpi_{j k}$ given by (81). The coefficients of $E_{\mathcal{L}}\left\{\mathcal{V}_{k}^{(l)}\right\}$ are represented by

$$
\begin{align*}
& \Omega_{1, k}^{(l)}=R_{k}\left[\sum_{j \neq k} \omega_{j k} \omega_{j}+\sum_{j \neq k} \sum_{m \neq j, k} \omega_{j m} \omega_{m k}\right]^{2}  \tag{88}\\
& +\left[\sum_{j \neq k} \omega_{j k}^{2} \omega_{j}+\sum_{j \neq k} \sum_{m \neq j, k} \omega_{j m} \omega_{m k} \omega_{j k}\right], \\
& \Omega_{2, k}^{(l)}=R_{k}\left[\sum_{j \neq k} \omega_{j k}^{2} \omega_{j}+\sum_{j \neq k m \neq j, k} \sum_{j m} \omega_{m k} \omega_{j k}\right]  \tag{89}\\
& \\
& +\sum_{j \neq k} \omega_{j k}^{2},  \tag{90}\\
& \Omega_{3, k}^{(l)}=R_{k} \sum_{j \neq k} \omega_{j k}^{2}+\omega_{k} .
\end{align*}
$$

The optimal PCF for the user $k$ can be found as

$$
\begin{align*}
p_{k, \mathrm{opt}}= & \arg \max _{p_{k}}\left\{\frac{E_{\mathcal{L}}\left\{\mathcal{M}_{k}^{(l)}\right\}}{E_{\mathcal{L}}\left\{\mathcal{V}_{k}^{(l)}\right\}}\right\} \\
= & \left\{p_{k, \mathrm{opt}}: E_{\mathcal{L}}\left\{\mathcal{V}_{k}^{(l)}\right\} \frac{d E_{\mathcal{L}}\left\{\mathcal{M}_{k}^{(l)}\right\}}{d p_{k}}\right.  \tag{91}\\
& \left.-E_{\mathcal{L}}\left\{\mathcal{M}_{k}^{(l)}\right\} \frac{d E_{\mathcal{L}}\left\{\mathcal{V}_{k}^{(l)}\right\}}{d p_{k}}=0\right\} .
\end{align*}
$$

Substituting (86)-(90) into (91) and simplifying the result, we obtain the following equation

$$
\begin{equation*}
p_{k, \text { opt }}=\frac{E_{\mathcal{L}}\left\{\Omega_{2, k}^{(l)}\right\}-E_{\mathcal{L}}\left\{\Omega_{3, k}^{(l)}\right\} E_{\mathcal{L}}\left\{\Lambda_{k}^{(l)}\right\}}{E_{\mathcal{L}}\left\{\Omega_{1, k}^{(l)}\right\}-E_{\mathcal{L}}\left\{\Omega_{2, k}^{(l)}\right\} E_{\mathcal{L}}\left\{\Lambda_{k}^{(l)}\right\}} . \tag{92}
\end{equation*}
$$

Unlike that in AWGN channel, the result for the aperiodic code scenario is more difficult to obtain because there are more correlation terms in (85)-(91) to work with. Before evaluation of the expectation terms in (92), we define some function as follows:

$$
\begin{gather*}
\alpha_{j k}(m, n)=\alpha_{j, m} \alpha_{k, n}, \\
\tau_{j k}(m, n)=\tau_{j, m}-\tau_{k, n},  \tag{93}\\
\psi_{j k}(m, n)=\widetilde{\mathbf{a}}_{j, m}^{T} \widetilde{\mathbf{a}}_{k, n} .
\end{gather*}
$$

Thus, (93) define some relative figures between the $m$ th channel path of the $j$ th user and the $n$th channel path of the $k$ th user. The notation $\alpha_{j k}(m, n)$ denotes the path gain product, $\tau_{j k}(m, n)$ is the relative path delay, and $\psi_{j k}(m, n)$ is the code correlation with the relative delay $\tau_{j k}(m, n)$. Expanding (93), we have seven expectation terms to evaluate.

For purpose of illustration, we show how to evaluate the first term, $E_{\mathcal{L}}\left\{\omega_{j k}^{2}\right\}$ here. By definition, we have $\omega_{j k}$ as

$$
\begin{align*}
\omega_{j k} & =\mathbf{h}_{j}^{T} \mathbf{h}_{k} \\
& =\left\{\sum_{m=1}^{L} \tilde{\mathbf{a}}_{j, m} \alpha_{j, m}\right\}^{T}\left\{\sum_{n=1}^{L} \widetilde{\mathbf{a}}_{k, n} \alpha_{k, n}\right\} \\
& =\sum_{m=1}^{L} \sum_{n=1}^{L} \alpha_{j, m} \alpha_{k, n} \widetilde{\mathbf{a}}_{j, m}^{T} \widetilde{\mathbf{a}}_{k, n}  \tag{94}\\
& =\sum_{m=1}^{L} \sum_{n=1}^{L} \alpha_{j k}(m, n) \psi_{j k}(m, n) .
\end{align*}
$$

The expectation of $\omega_{j k}$ over all possible codes can be presented in the following form:

$$
\begin{align*}
E_{L}\left\{\omega_{j k}^{2}\right\}= & E\left\{\sum_{m_{1}=1}^{L} \sum_{n_{1}=1}^{L} \sum_{m_{2}=1}^{L} \sum_{n_{2}=1}^{L} \alpha_{j k}\left(m_{1}, n_{1}\right)\right. \\
& \left.\times \psi_{j k}\left(m_{1}, n_{1}\right) \alpha_{j k}\left(m_{2}, n_{2}\right) \psi_{j k}\left(m_{2}, n_{2}\right)\right\} \\
= & \sum_{m_{1}=1}^{L} \sum_{n_{1}=1}^{L} \sum_{m_{2}=1}^{L} \sum_{n_{2}=1}^{L} \alpha_{j k}\left(m_{1}, n_{1}\right) \alpha_{j k}\left(m_{2}, n_{2}\right) \\
& \times E\left\{\psi_{j k}\left(m_{1}, n_{1}\right) \psi_{j k}\left(m_{2}, n_{2}\right)\right\} . \tag{95}
\end{align*}
$$

Introduce the following function

$$
\begin{equation*}
G_{j k}\left(m_{1}, n_{1}, m_{2}, n_{2}\right)=B^{2} E\left\{\psi_{j k}\left(m_{1}, n_{1}\right) \psi_{j k}\left(m_{2}, n_{2}\right)\right\} . \tag{96}
\end{equation*}
$$

The coefficient $B^{2}$ in (96) is only the normalization constant. Since the spreading codes are seen as random, only if $\tau_{j k}\left(m_{1}, n_{1}\right)$ is equal to $\tau_{j k}\left(m_{2}, n_{2}\right)$ will $G_{j k}\left(m_{1}, n_{1}, m_{2}, n_{2}\right)$ be nonzero. Consider a specific set of $\left\{m_{1}, n_{1}, m_{2}, n_{2}\right\}$ such that

$$
\begin{equation*}
\tau_{j k}\left(m_{1}, n_{1}\right)=\tau_{j k}\left(m_{2}, n_{2}\right)=\tau, \quad \tau \geq 0 \tag{97}
\end{equation*}
$$

In this case, we have

$$
\begin{equation*}
G_{j k}\left(m_{1}, n_{1}, m_{2}, n_{2}\right)=B^{2} \sum_{\nu=0}^{N-\tau-1} E\left\{a_{j, \nu+\tau}^{2} a_{k, \nu}^{2}\right\}=N-\tau \tag{98}
\end{equation*}
$$

At $\tau<0$, we have the same result except that the sign of $\tau$ in (98) is plus. We can conclude that the function $G_{j k}\left(m_{1}, n_{1}, m_{2}, n_{2}\right)$ in (96) can be written in the following form:

$$
\begin{align*}
& G_{j k}\left(m_{1}, n_{1}, m_{2}, n_{2}\right) \\
& \quad= \begin{cases}N-|\tau|, & \text { if } \tau_{j k}\left(m_{1}, n_{1}\right)=\tau_{j k}\left(m_{2}, n_{2}\right)=\tau \\
0, & \text { otherwise } .\end{cases} \tag{99}
\end{align*}
$$

Using (95), (96), and (98), we can evaluate $E_{\mathcal{L}}\left\{\emptyset_{j k}^{2}\right\}$ in (88)(90). The formulations from the other six expectation terms can be obtain by mathematical transformation that is not difficult.

We now provide a simple example to show the multipath effect on the optimal PCFs. Introduce the following notations that are satisfied for all $k$ :

$$
\begin{equation*}
\boldsymbol{\tau}_{k}=[0, T]^{T}, \quad \boldsymbol{\alpha}_{k}=[\beta, \delta]^{T}, \quad \beta^{2}+\delta^{2}=1 \tag{100}
\end{equation*}
$$

Using (100) and taking into consideration that in the case of AWGN channel

$$
\begin{equation*}
E_{\mathcal{L}}\left\{\Lambda_{k}^{(l)}\right\}=\frac{K-1}{N} \tag{101}
\end{equation*}
$$

at given the $l$ th possible code in $\mathcal{L}$, we can write for the case of the multipath channel

$$
\begin{align*}
& E_{\mathcal{L}}\left\{\Lambda_{k}^{(l)}\right\}=\frac{K-1}{N}+\frac{2(N-T) \beta^{2} \delta^{2}(K-1)}{N^{2}}  \tag{102}\\
& E_{\mathcal{L}}\left\{\Omega_{1, k}^{(l)}\right\} \\
&= E_{\mathcal{L}}\left\{R_{k}^{(l)}\left\{\sum_{j=1, j \neq k}^{K} \rho_{j k}^{(l)}+\sum_{j=1, j \neq k}^{K} \sum_{m=1, m \neq j, k}^{K} \rho_{j m}^{(l)} \rho_{m k}^{(l)}\right\}^{2}\right. \\
&\left.+\sum_{j=1, j \neq k}^{K}\left(\rho_{j k}^{(l)}\right)^{2}+\sum_{j=1, j \neq k}^{K} \sum_{m=1, m \neq j, k}^{K} \rho_{j m}^{(l)} \rho_{m k}^{(l)} \rho_{j k}^{(l)}\right\} \\
&+2(N-T) \beta^{2} \delta^{2} \\
& \times\left\{R _ { k } N ^ { - 4 } \left[N^{2}+10 N+4(N-T) \beta^{2} \delta^{2}\right.\right. \\
&+2(K-2)\left(4 N+3 K+(N-T) \beta^{2} \delta^{2}+1\right] \\
&\left.+(K-1) N^{-3}(N+3 K-2)\right\} \\
& \quad+4(N-2 T) \beta^{4} \delta^{4}\left[R_{k} K N^{-4}+6 K-12\right] \\
&+R_{k} N^{-4}(6 N-10 T) \beta^{4} \delta^{4}, \tag{103}
\end{align*}
$$

$$
\begin{align*}
& E_{\mathcal{L}}\left\{\Omega_{2, k}^{(l)}\right\} \\
& = \\
& \quad E_{\mathcal{L}}\left\{R_{k}^{(l)}\left\{\sum_{j=1, j \neq k}^{K}\left(\rho_{j k}^{(l)}\right)^{2}+\sum_{j=1, j \neq k}^{K} \sum_{m=1, m \neq j, k}^{K} \rho_{j m}^{(l)} \rho_{m k}^{(l)} \rho_{j k}^{(l)}\right\}\right. \\
&  \tag{104}\\
& \left.\quad+\sum_{j=1, j \neq k}^{K}\left(\rho_{j k}^{(l)}\right)^{2}\right\} \\
& \\
& \quad+2(N-T) \beta^{2} \delta^{2}\left[R_{k} N^{-3}(N+3 K-2)+(k-1) N^{-2}\right]
\end{align*}
$$

$$
\begin{align*}
& E_{\mathcal{L}}\left\{\Omega_{3, k}^{(l)}\right\} \\
& \quad=E_{\mathcal{L}}\left\{R_{k} \sum_{j=1, j \neq k}^{K}\left(\rho_{j k}^{(l)}\right)^{2}+1\right\}+2(N-T) \beta^{2} \delta^{2} R_{k} N^{-2} . \tag{105}
\end{align*}
$$



Figure 3: Average SER of coherent BPSK and 8-PAM for GR with quadrature subbranch HS/MRC and HS/MRC schemes versus the average SNR per symbol per diversity for various values of $2 L$ with $2 N=8$.

Note that the first terms in (102)-(105) correspond to the optimal PCFs in AWGN channel. Other terms are due to the multipath effect. It is evident to see that if $\delta=0$, we have the case of an AWGN channel.

## 5. Simulation Results

5.1. Selection/Maximal-Ratio Combining. In this section, we discuss some examples of GR performance with quadrature subbranch HS/MRC and HS/MRC schemes and compare with the conventional HS/MRC receiver. The average SER of coherent BPSK and 8-PAM signals under processing by the GR with quadrature subbranch HS/MRC and HS/MRC schemes as a function of average SNR per symbol per diversity branch for various values of $2 L$ and $2 N=8$ is presented in Figure 3. It is seen that the GR SER performance with quadrature subbranch HS/MRC and HS/MRC schemes at $(L, N)=(3,4)$ achieves virtually the same performance as the GR with traditional MRC, and that the performance at $(L, N)=(2,4)$ is typically less than 0.5 dB in SNR poorer than that of GR with traditional MRC in [19]. Additionally, a comparison with the traditional HS/MTC receiver in $[6,7]$ is made. The advantage of GR implementation in DS-CDMA systems is evident.

The average SER of coherent BPSK and 8-PAM signals under processing by GR with quadrature subbranch HS/MRC and HS/MRC schemes as a function of average SNR per symbol per diversity branch for various values of $2 N$ at


Figure 4: Average SER of coherent BPSK and 8-PAM for GR with quadrature subbranch HS/MRC and HS/MRC schemes versus the average SNR per symbol per diversity for various values of 2 N with $2 L=4$.
$2 L=4$ is shown in Figure 4. We note the substantial benefits of increasing the number of diversity branches $N$ for fixed $L$. Comparison with the traditional HS/MRC receiver is made. The advantage of GR using is evident.

Comparative analysis of average BER as a function of the average SNR per bit per diversity branch of coherent BPSK signals employing GR with quadrature subbranch HS/MRC and HS/MRC schemes and GR with traditional HS/MRC scheme for various values of $L$ with $N=8$ is presented in Figure 5. To achieve the same value of average SNR per bit per diversity branch, we should choose $2 L$ quadrature branches for the GR with quadrature subbranch HS/MRC, HS/MRC schemes, and $L$ diversity branches for the GR with traditional HS/MRC scheme. Figure 5 shows that the GR BER performance with quadrature subbranch HS/MRC and HS/MRC schemes is much better than that of the GR with traditional HS/MRC scheme, about 0.5 dB to 1.2 dB , when $L$ is less than one half $N$. This difference decreases with increasing $L$.

This is expected because when $L=N$, we obtain the same performance. Some discussion of increases in GR complexity and power consumption is in order. We first note that GR with quadrature subbranch HS/MRC and HS/MRC schemes requires the same number of antennas as GR with traditional HS/MRC scheme. On the other hand, the former requires twice as many comparators as the latter, to select the best signals for further processing. However, GR designs that process the quadrature signal components will


Figure 5: Comparison of the average BER of coherent BPSK and 8-PAM for GR with quadrature subbranch HS/MRC and HS/MRC schemes versus the average SNR per symbol per diversity for various values of $2 L$ with $N=8$.
require $2 L$ receiver chains for either the GR with quadrature subbranch HS/MRC and HS/MRC schemes or the GR with traditional HS/MRC scheme. Such receiver designs will use only a little additional power, as GR chains consume much more power than the comparators.

On the other hand, GR designs that implement cophasing of branch signals without splitting the branch signals into the quadrature components will require $L$ receiver chains for GR with traditional HS/MRC scheme and $2 L$ receiver chains for GR with quadrature subbranch HS/MRC and HS/MRC schemes, with corresponding hardware and power consumption increases.
5.2. Synchronous DS-CDMA System. To demonstrate usefulness of the optimal PCF range given by (79), we performed a number of simulations for an asynchronous DS-CDMA system with perfect power control. In simulations, the random spreading codes with length $N=64$ were used for each user, and the number of users was $K=40$ [38]. Figure 6 shows the BER performance of single-stage harddecision GR based on PPIC for different magnitudes of SNR and various values of PCF, where the optimal PCF for the first stage lies between 0.3169 (lower boundary) and 0.7998 (upper boundary). It can be seen that, for all the SNR cases, the GR based on PPIC using the average of the lower and upper boundary values, that is, 0.5584 , as the PCF, has close BER performance to that using the optimal PCF. Additionally, comparison of GR implementation in


Figure 6: The BER performance of the single-state GR based on PPIC with hard decisions for different SNRs and PCFs.

DS-CDMA systems with the conventional detector in [20] is presented. These results show us a great superiority of the GR employment over the conventional detector in [20].

Figure 7 shows the BER performance at each stage for the three-stage GR based on the PPIC using different PCFs at the first stage, that is, the average value and an arbitrary value. PCFs for these two three-stage cases are

$$
\begin{equation*}
\left(a_{1}, a_{2}, a_{3}\right)=(0.5584,0.8,0.9) \quad \text { and } \quad(0.7,0.8,0.9), \tag{106}
\end{equation*}
$$

respectively. The results demonstrate that the BER performances of GR employed by DS-CDMA systems of the cases using the proposed PCF at the first stage outperform ones of GR implemented in DS-CDMA system using arbitrary PCF at the first stage. Furthermore, the GR BER performance at the second stage for the case using the proposed PCF at the first stage achieves the BER performance of the GR comparable to that of the three-stage GR based on PPIC using an arbitrary PCF at the first stage. Comparison between the AWCN and multipath channels is also presented in Figure 7. We see that in the case of multipath channel, the BER performance is deteriorated. This fact can be explained by the additional correlation terms in (102)-(105).

Figure 8 demonstrates the optimal PCF versus the number of users both for the synchronous AWGN and for the multipath channels. We carry out simulation for the AWGN channel under the following conditions: the Gold codes, $\mathrm{SNR}=12 \mathrm{~dB}$, the spreading codes are the periodic, and


Figure 7: The BER performance at each stage for three-stage GR based on the PPIC with hard decisions for different PCFs at the first stage, that is, the average value and an arbitrary value: AWGN and multipath channels.


Figure 8: Optimal PCF versus the number of users: the AWGN and multipath channels.
perfect power control. The multipath channel assumed is a two-ray channel with the transfer function

$$
\begin{equation*}
W_{k}(Z)=0.762+0.648 Z^{-2} \tag{107}
\end{equation*}
$$

for all users. In the case of multipath channel, we employ aperiodic codes, $\mathrm{SNR}=12 \mathrm{~dB}$, and perfect power control.

## 6. Conclusions

The GR performance with quadrature subbranch HS/MRC and HS/MRC schemes for a 1-D signal modulation in Rayleigh fading was investigated. The SER of $M$-ary PAM, including coherent BPSK modulation, was derived. Results show that the GR with quadrature subbranch HS/MRC and HS/MRC schemes performs substantially better the GR with traditional HS/MRC scheme, particularly, when $L$ is smaller than one half $N$, and much better than the traditional HS/MRC receiver.

We have also derived the optimal PCF range for GR first stage based on the PPIC, which is employed by DS-CDMA system, with hard decisions in multipath fading channel. Computer simulation shows that the BER performance of the GR employed by DS-CDMA system with multipath fading channel in the case of periodic code scenario and using the average of the lower and upper boundary values is close to that of the GR of the case using the real optimal PCF, whether the SNR is high or low. It has also been shown that GR employment in a DS-CDMA system with multipath fading channel in the case of periodic code scenario allows us to observe a great superiority over the conventional receiver discussed in [20]. The procedure discussed in [20] is also acceptable for GR employment by DS-CDMA systems. It has also been demonstrated that the two-stage GR based on PPIC using the proposed PCF at the first stage achieves such BER performance comparable to that of the three-stage GR based on PPIC using an arbitrary PCF at the first stage. This means that at the same BER performance, the number of stages (or complexity) required for the multistage GR based on PPIC could be reduced when the proposed PCF is used at the first stage. It can be shown that the proposed PCF selection approach is applicable to multipath fading cases at GR employment in DS-CDMA systems even if no perfect power control is assumed, but this is a subject of future work. We have also compared the BER performance at the optimal PCF in the case of AWGN and multipath channels and presented a sensitivity of the BER performance to the values of PCF for both cases.
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