An Application of MAP-MRF to Change Detection in Image Sequence Based on Mean Field Theory
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Change detection is one of the most important problems in video segmentation. In conventional methods, predetermined thresholds are utilized to test the variation between frames. Although certain reasonings about the thresholds are provided, appropriate determination of these parameters is still problematic. We present a new approach to change detection from an optimization point of view. We model the video frames and the change detection map (CDM) as Markov random fields (MRFs), and formulate change detection into a problem of seeking the optimal configuration of the CDM. Under the MRF assumption, the optimal solution, in the sense of maximum a posteriori (MAP), is obtained by minimizing the energy function associated with the MRF which is designed by utilizing the prior knowledge of noise and contextual constraints on the video frames. An algorithm that computes the potentials and optimizes the solution is constructed by applying the mean field theory (MFT). The experimental results show that the new method detects changes accurately and is robust to noise.
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1. INTRODUCTION

Content-based video processing has been widely studied and is supported by a number of standards, such as MPEG-4 for video object-based compression and MPEG-7 for video content description [1, 2]. These standards involve functionalities that rely on segmenting video sequences into semantic regions or video objects. Change detection, which generates an initial segmentation mask, usually constitutes the first step of video segmentation [3, 4].

Much research effort has been devoted to change detection in recent years [5, 6, 7, 8]. Most existing approaches focus on thresholding which contains two essential steps of defining a metric function of intensity variation and choosing a proper threshold to be applied to the metric function. The key issue of these methods is to determine the threshold. However, it is often problematic choosing the threshold, since a large threshold removes noise as well as the signal (change caused by motion), while a small threshold makes the detection sensitive to noise. One way to determine the threshold is to introduce contextual constraints. Aach proposed a multiple-threshold approach from a framework of maximum a posteriori (MAP) estimation [9]. Unfortunately, this method in general does not provide a MAP solution, because the thresholds are chosen in a deterministic fashion.

In this work, we present a new approach from a strict optimization point of view. We consider the change detection
problem in a global perspective. If we take the change detection map (CDM) as a 2D binary random field, then labeling each pixel as “changed” or “unchanged” becomes a problem of finding an appropriate configuration of this random field. This concept may be implemented by employing Markov random fields (MRF) theory, which is a well-known model in describing image characteristics [10]. In general, this theory says that the value of a random variable at one site in a MRF is only affected by the values of variables at its neighboring sites (determined by a neighborhood system that is defined). If one can describe the interactions between the neighboring sites, then it is possible to obtain a global description of the whole field. Moreover, if an a priori of image characteristics is applied in describing the interaction between neighboring sites (pixels), then one may obtain an optimal solution associated with the MRF in MAP sense [11]. For the change detection problem, the interaction between neighboring sites can be translated into contextual constraints between neighboring pixels. A simple example would be the constraint of smoothness, which means that the neighboring pixels of a changed/unchanged pixel are likely to be changed/unchanged too. These contextual constraints come from prior knowledge of our assumption on the image sequence being analyzed. Based upon this knowledge, the CDM from a pair of frames can be appropriately modeled as MRFs, by choosing the neighborhood system and formulating the impact between the neighboring sites. The rest of the task is then to search for a configuration of this random field. This concept may be implemented by employing the Gibbs distribution:

$$p(\hat{f}) = \frac{e^{-U(\hat{f})}}{\sum_f e^{-U(\hat{f})}},$$  \hspace{1cm} (1)$$

where $T$ is a constant and $U$ is an energy function of the MRF given by

$$U(\hat{f}) = \sum_c V_c(\hat{f})$$  \hspace{1cm} (2)$$

with $V_c$’s being clique potentials or clique functions. The $V_c$ functions represent contributions to the total energy from single-site cliques, double-site cliques, and so forth. Note that (1) and (2) reflect the fact that the global identity $p(\hat{f})$ is determined by the local activities, namely, the clique potentials. Considering the first-order neighborhood, we may rewrite (2) into the following form [11]:

$$U(\hat{f}) = \sum_{(i,j)} \{V_{(i,j)}(f_{i,j}) + V_{((i,j),(i+1,j))}(f_{i,j}, f_{i+1,j})$$

$$+ V_{((i,j),(i,j+1))}(f_{i,j}, f_{i,j+1})\},$$  \hspace{1cm} (3)$$

where the first, second, and third term are single-site, horizontal double-site, and vertical double-site clique potentials, respectively. Notice that for a double-site clique $\{(i,j), (i’,j’)\}$, the associated clique potentials $V_{((i,j),(i’,j’))}(f_{i,j}, f_{i’,j’})$ and $V_{((i’,j’),(i,j))}(f_{i’,j’}, f_{i,j})$ are equal. Therefore, (3) may be rearranged into

$$U(\hat{f}) = \sum_{(i,j)} \left\{V_{\alpha}(f_{i,j}) + \frac{1}{2} \sum_{(i’,j’) \in N_{i,j}} V_{\alpha}(f_{i,j}, f_{i’,j’}) \right\}$$

$$= \sum_{(i,j)} U_{\alpha}(f_{i,j}),$$  \hspace{1cm} (4)$$

Figure 1: (a) A first-order neighborhood system, (b) single-site clique, and (c) double-site cliques.
where \( c_1 \) and \( c_2 \) are single-site and double-site cliques in the defined neighborhood, and \( U_{ij}(f_{ij}) \) is the energy function associated with site \((i, j)\). As pointed out in [11], if \( p(\hat{f}) \) is a posterior distribution, minimizing the energy function \( U(\hat{f}) \) yields a MAP estimate of the joint pdf \( p(\hat{f}) \).

### 2.2. Mean field theory

To make the MRF theory more practical, we need to introduce the MFT. From the description of the MRF, we know that the value assigned to a random variable in the MRF is affected by the values at its neighboring sites, which are further dependent on their neighbors. One way to calculate the interaction between one site and its neighbors is to apply the MFT [14, 17], which assumes that the impacts from the neighbors can be approximated by an average field. We denote the mean field for site \((i, j)\) by \( f_{ij}^{mf} \). As a result, if the first-order neighborhood is considered, one may write the energy function related to site \((i, j)\) in the following form [14]:

\[
U_{ij}^{mf}(f_{ij}) = V_c(f_{ij}) + \sum_{(i', j') \in N_{ij}} V_c(f_{ij}, f_{i'j'}) ,
\]

where \( V_c(\cdot) \) and \( V_c(\cdot, \cdot) \) are potential functions of single-site and double-site cliques, respectively; and \( f_{ij}^{mf} \) is the mean field for \( f_{ij} \). Then, the marginal distribution of the MRF at site \((i, j)\) may be approximated by [14]

\[
p(f_{ij}) = \frac{1}{\sum_{f_{ij}} e^{-U(\hat{f})} e^{-(1/T)U_{ij}^{mf}(f_{ij})}}.
\]

As seen from (4) and (5), the energy function is decomposed into local computations, where each site is treated independently. Therefore, the joint pdf \( p(\hat{f}) \) can be approximated by

\[
p(\hat{f}) \approx \prod_{i,j} p(f_{ij}).
\]

Then, maximizing \( p(\hat{f}) \) is equivalent to maximizing each \( p(f_{ij}) \), or, to minimizing the corresponding \( U_{ij}^{mf}(f_{ij}) \).

In order to evaluate \( U_{ij}^{mf}(f_{ij}) \), the mean field values \( f_{ij}^{mf} \) at the neighboring sites \((i', j')\) within \( N_{ij} \) must be computed. The general way to calculate a mean field value is by the following form:

\[
f_{ij}^{mf} = \sum_{f_{ij}} f_{ij} \cdot p(f_{ij}).
\]

Note that (8) requires the evaluation of \( p(f_{ij}) \), henceforth, \( U_{ij}^{mf}(f_{ij}) \). Therefore, the computation of the mean field value is usually carried out by iteration that stops when the change of the results from two consecutive iterations is sufficiently small.

### 3. MRF CHANGE DETECTION METHOD

#### 3.1. MAP-MRF in change detection

We denote the CDM by \( \hat{H} = \{H_{12}, \ldots, H_{ij}, \ldots, H_{mn}\} \), and \( \hat{h} = \{h_{12}, \ldots, h_{ij}, \ldots, h_{mn}\} \) a configuration of \( \hat{H} \), where \( h_{ij} \in \{-1, 1\}, (i, j) \in S \) with “-1” denoting unchanged and “1” denoting changed. Then, given two frames \( \bar{f}(0) \) and \( \bar{f}(1) \), our goal is to find the optimal \( \hat{h} \) in the MAP sense, such that

\[
\hat{h}^* = \arg\max_{\hat{h}} p(\bar{f}(0), \bar{f}(1))
\]

\[
= \arg\max_{\bar{h}} \frac{p(\bar{f}(0), \bar{h}) \cdot p(\bar{f}(1)|\bar{h})}{p(\bar{f}(1)|\bar{f}(0))} \tag{9}
\]

Applying MRF assumption on both \( \bar{f} \) and \( \bar{h} \), maximizing \( p(\bar{h}|\bar{f}(0), \bar{f}(1)) \) with respect to \( \bar{h} \) is equivalent to minimizing its energy function \( U(\bar{h}|\bar{f}(0), \bar{f}(1)) \). This, as suggested by (9), can be accomplished by minimizing the energy functions \( U(\bar{f}(1)|\bar{h}) + U(\bar{f}(0)) \), which are associated with \( p(\bar{f}(1)|\bar{f}(0)) \) and \( p(\bar{h}|\bar{f}(0)) \), respectively. \( U(\bar{f}(1)|\bar{h}) + U(\bar{f}(0)) \) addresses the potential of the likelihood between \( \bar{f}(1) \) and \( \bar{f}(0) \) with the knowledge of \( \bar{h} \), that is, whether the sites are changed. And, \( U(\bar{h}|\bar{f}(0)) \) is always considered to represent the spatial domain constraints, for example, the smoothness or similarity between neighboring sites. Therefore, a general form of the prior model of these energy functions is

\[
U(\bar{h}|\bar{f}(0), \bar{f}(1)) = \gamma_f U(\bar{f}(1)|\bar{h}) + \gamma_h U(\bar{h}|\bar{f}(0)), \tag{10}
\]

where \( \gamma_f \) and \( \gamma_h \) are regularization parameters. The larger the regularization parameter values, the more the corresponding constraint is emphasized.

Equivalently, we can write (10) by

\[
U(\bar{h}|\bar{f}(0), \bar{f}(1)) = \gamma_f [U(\bar{f}(1)|\bar{h}) + \gamma_h U(\bar{h}|\bar{f}(0))], \tag{11}
\]

where \( \gamma = \gamma_h/\gamma_f \). It is noticed that to minimize \( U(\bar{h}|\bar{f}(0), \bar{f}(1)) \) with respect to \( \bar{h} \) is equivalent to minimizing \( U(\bar{f}(1)|\bar{h}) + \gamma_h U(\bar{h}|\bar{f}(0)) \). Therefore, we define the energy function in the following form:

\[
U(\bar{h}|\bar{f}(0), \bar{f}(1)) = U(\bar{f}(1)|\bar{h}) + \gamma_h U(\bar{h}|\bar{f}(0)). \tag{12}
\]

In order to design the above energy functions, one needs to employ the prior knowledge. In our application, the prior knowledge includes the distribution of the frame difference in the absence/presence of changes and the assumption of the similarity between immediate sites (pixels). There are no specific routines in designing potential functions. In general, as indicated in [10], the formulation of a potential function should maintain consistency with the prior knowledge; if the formulation of the regions in a clique tends to be consistent with the prior knowledge, the value of the energy function decreases; otherwise, the value increases.
In change detection, we interpret $U(\hat{f}^{(1)}|\hat{h}, \hat{f}^{(0)})$ as the sum of single-site clique potentials, which is

$$
U(\hat{f}^{(1)}|\hat{h}, \hat{f}^{(0)}) = \sum_{c_i} V_{c_i}(\hat{f}^{(1)}|\hat{h}, \hat{f}^{(0)})
= \sum_{i,j} V_{c_i}(f_{ij}^{(1)}|h_{ij}, f_{ij}^{(0)}),
$$

(13)

where $V_{c_i}$ is selected to be

$$
V_{c_i}(f_{ij}^{(1)}|h_{ij}, f_{ij}^{(0)}) = -\ln(p(d_{ij} | h_{ij}))
$$

(14)

which is the negative of the natural logarithm of the pdf of the absolute frame difference $d_{ij} = |f_{ij}^{(1)} - f_{ij}^{(0)}|$ at site $(i, j) \in S$, given the knowledge of $h_{ij}$. Therefore, if $d_{ij}$ is consistent with the prior belief, the conditional probability will be high. As a result, its logarithm value will be low, and vice versa, as required by the design rules. Choosing the natural logarithm is instinctive. First, more penalty would be assigned to smaller probability, for example, when probability is close to zero, the value of energy function would be extremely large. Second, considering $p(f^{(1)}|f^{(0)}, \hat{h} = -1)$, which is equivalent to the pdf of frame difference caused by noise, we may assume $p(f^{(1)}|f^{(0)}, \hat{h} = -1) = \prod_{ij} p(d_{ij} | h_{ij} = -1)$, or

$$
\prod_{ij} Z_{i,j} \cdot e^{-(1/T)V_{c_i}(f_{ij}^{(1)}|h_{ij} = -1, f_{ij}^{(0)})} = \prod_{ij} p(d_{ij} | h_{ij} = -1),
$$

where $Z_{i,j}$ are normalization constants. Furthermore, if the noise distribution $p(d_{ij} | h_{ij} = -1)$ also has an exponential form, such as Gaussian and Laplacian, we may reasonably take the natural log on both sides of the above equation to get the potential function. For the case of $h_{ij} = 1$, that is, with the presence of change, the independence assumption may not hold in general. However, this assumption can be accepted as a reasonable simplification to trade off computational complexity [18]. Therefore, the above reasoning may also apply to the case $h_{ij} = 1$. The collection of prior knowledge will be described in Section 3.2.

The other energy function $U(\hat{h}|\hat{f}^{(0)})$ in (10) addresses the contextual constraints on the neighboring sites. This can be explained as follows: with the knowledge of $\hat{f}^{(0)}$, we want to obtain $\hat{h}$ that complies with the properties of $\hat{f}^{(0)}$, for example, the continuity of $\hat{h}$ if we assume that $\hat{f}^{(0)}$ is smooth. Based upon this reasoning, we define

$$
U(\hat{h}|\hat{f}^{(0)}) = \sum_{i,j} \sum_{c_{ij} \subset N_{ij}} V_{c_{ij}}(\hat{h}|\hat{f}^{(0)})
= \sum_{i,j} \left\{ \frac{1}{2} \sum_{(i',j') \in N_{ij}} V_{c_{ij}}(h_{ij}, h_{i',j'}) \right\},
$$

(15)

where $c_{ij}$ is a double-site clique in a first-order neighborhood $N_{ij}$ at site $(i, j) \in S$. The scaling factor $1/2$ has been explained in (3) and (4). The clique potential $V_{c_{ij}}(\cdot, \cdot)$ is defined as

$$
V_{c_{ij}}(h_{ij}, h_{i',j'}) = -\ln(1 - 0.5|h_{ij} - \lambda \cdot h_{i',j'}|),
$$

(16)

where $\lambda \in (0, 1)$ is a constant representing the impact of site $(i', j')$ on site $(i, j)$. The reasons behind this design are (1) we want the state of site $(i, j)$ to agree with its neighboring sites; (2) the logarithm form is consistent with that in (14). The term $1 - 0.5|h_{ij} - \lambda \cdot h_{i',j'}|$ acts as a probability of the random variable at site $(i, j)$ when its value agrees with those at its neighboring sites. Therefore, this definition also follows the design rules stated previously.

To minimize $U(\hat{h}|\hat{f}^{(0)}, \hat{f}^{(1)})$, we must evaluate the clique potential functions. A question now is how to calculate $V_{c_{ij}}(h_{ij}, h_{i',j'})$. As mentioned previously, we may apply MFT to simplify this calculation. If the first-order neighborhood system is assumed, we have the following approximation:

$$
U(\hat{h}|\hat{f}^{(0)}) \approx \sum_{i,j} \sum_{(i',j') \in N_{ij}} V_{c_{ij}}(h_{ij}, h_{i',j'}^{mf}),
$$

(17)

where

$$
V_{c_{ij}}(h_{ij}, h_{i',j'}^{mf}) = -\ln(1 - 0.5|h_{ij} - \lambda \cdot h_{i',j'}^{mf}|).
$$

(18)

Combining (10)–(18), we have

$$
U(\hat{h}|\hat{f}^{(0)}, \hat{f}^{(1)}) \approx \sum_{i,j} U_{i,j}^{mf}(h_{ij}|f_{ij}^{(0)}, f_{ij}^{(1)}),
$$

(19)

where

$$
U_{i,j}^{mf}(h_{ij}|f_{ij}^{(0)}, f_{ij}^{(1)}) = -\ln(p(d_{ij} | h_{ij}))
-\left[ \gamma \sum_{(i',j') \in N_{ij}} \ln(1 - 0.5|h_{ij} - \lambda \cdot h_{i',j'}^{mf}|) \right].
$$

(20)

Essentially, to minimize $U(\hat{h}|\hat{f}^{(0)}, \hat{f}^{(1)})$, we only need to evaluate $U_{i,j}^{mf}(\cdot)$ at each site $(i, j)$, and choose $h_{ij}$ between $-1$ and $1$ to render a smaller value of $U_{i,j}^{mf}(\cdot)$.

### 3.2. The MRF change detection algorithm

Equation (20) requires evaluation of $p(d_{ij}|h_{ij})$, $(i, j) \in S$. Instead of collecting the pdf for each site, we utilize the same pdf, denoted by $p(d|h)$, for all sites, where $d$ and $h$ have the same sample spaces as $d_{ij}$ and $h_{ij}$, respectively. This choice is motivated from a practical point of view, since it would be extremely expensive to allocate memory for $p(d_{ij}|h_{ij})$ for each $(i, j) \in S$. When $h(i,j) = -1$, this approximation can be justified because the value differences of unchanged sites are driven by noise, which is usually considered to be independently and identically distributed. For moving pixels, the above assumption is not true in general. However, if we assume that each pixel may experience the same or similar amounts of motion, the validity of using $p(d|1)$ for all the sites is also justifiable.

To train $p(d|1)$, we utilize the video segments containing motionless scenes. This is relatively easy to accomplish in many applications, such as in surveillance and teleconference videos. In general, it is difficult to train $p(d|1)$; however, it is possible to train a prototype for specific applications. Practically, we adopt the following strategy to calculate $p(d|1)$: first, $p(d|1)$ is initialized to be a uniform distribution.
across the entire range of its sample space, that is, \( p(d|1) = 1/(L + 1) \), \( d \in [0, L] \) for a discrete case; then, starting with the initial value, we adapt \( p(d|1) \) during a detection process, using the following equation:

\[
p^{(r)}(d|1) = (1 - \epsilon \cdot \rho) \cdot p^{(r-1)}(d|1) + \epsilon \cdot \rho \cdot p^{(r)}_d, \quad (21)
\]

where \( p^{(r)}(d|1) \) and \( p^{(r-1)}(d|1) \) are the pdf \( p(d|1) \) adapted from frame 1 to frames \( r \) and \( r - 1 \), respectively, \( p^{(r)}_d \) is the pdf of the changed pixels contained in frame \( r \), \( \rho \) is the ratio of the number of changed pixels to the total number of pixels in that frame, and \( \epsilon \in (0, 1) \) is a control parameter. The term \( \rho \) reflects the intuition that the more changed pixels there are, the more \( p(d|1) \) should be adapted. Parameter \( \epsilon \) is designed to control the rate of adaptation.

An important question now is how the mean field value \( h^{mf}_{ij} \), \( (i, j) \in S \) is evaluated. As mentioned before, the mean field value is usually computed iteratively until it converges. As described in Section 2.2, with the local energy function \( U^{mf}_{ij}(h_{ij}|f_{ij}^{(0)}, f_{ij}^{(1)}) \), \( h^{mf}_{ij} \) can be evaluated by

\[
h^{mf}_{ij} = \sum_{h_{ij}} \frac{e^{-(1/T)U^m_{ij}(h_{ij}|f_{ij}^{(0)}, f_{ij}^{(1)})}}{\sum_{h_{ij}} e^{-(1/T)U^m_{ij}(h_{ij}|f_{ij}^{(0)}, f_{ij}^{(1)})}}.
\]

Applying (20), we have

\[
e^{-(1/T)U^m_{ij}(h_{ij}|f_{ij}^{(0)}, f_{ij}^{(1)})} = \left( \frac{\rho(d|h) \cdot \left( \prod_{(i', j') \in N_{ij}} \left[ 1 - 0.5(h_{ij} - \lambda h^{mf}_{i', j'}) \right] \right)^{1/T}}{\sum_{h_{ij}} e^{-(1/T)U^m_{ij}(h_{ij}|f_{ij}^{(0)}, f_{ij}^{(1)})}} \right)^{1/T}.
\]

Note that the computing time can be greatly reduced by using (23). The iteration continues until the following condition is satisfied:

\[
\frac{1}{m \cdot n} \sum_{l_{ij}} \left| h^{mf}_{l_{ij}}(k + 1) - h^{mf}_{l_{ij}}(k) \right| < \theta,
\]

where \( k \) is the index of iteration, \( m \cdot n \) is the total number of pixels, and \( \theta \in (0, 1) \) is a chosen threshold.

With these assumptions and simplifications, we present Algorithm 1 to implement the proposed model.

### 4. IMPLEMENTATION AND EXPERIMENTS

In this section, the experimental results based on the proposed method are reported. We present the results of two types of data: a synthetic image sequence generated by using Matlab (version R12, MathWorks Inc., Mass) and a selected set of the reference MPEG test sequences available in the public domain (e.g., http://sampl.eng.ohio-state.edu/~sampl/database.html, http://www.neuronet.pitt.edu/~qliu/Links.htm). All the sequences are in the QCIF format (144 x 176 in size). Only the Y component is utilized to calculate frame differences.

#### Algorithm 1: MRF-MFT change detection algorithm.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T )</td>
<td>2</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>1</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>0.99</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>0.5</td>
</tr>
<tr>
<td>( \theta )</td>
<td>0.05</td>
</tr>
</tbody>
</table>

As described previously, five controlling parameters \( T, \gamma, \lambda, \epsilon, \) and \( \theta \) are required. Table 1 lists typical values of these parameters, which were chosen experimentally and utilized for all the test sequences. In the following, we describe these parameters individually.

(i) \( T \) is called “temperature” in MRF-based methods, for example, simulated annealing algorithm [12]. This parameter determines the spread of the Gibbs distribution. The larger the \( T \), the more it spreads. In simulated annealing, \( T \) is gradually decreased. However, as suggested by [19], a fixed \( T \) is able to render a satisfactory result while reducing the computational cost. Therefore, a constant \( T \) was utilized throughout our experiments.

(ii) \( \gamma \) is a regularization parameter to balance the constraints introduced by different clique potentials. In our application, a large \( \gamma \) value emphasizes the smoothness constraint.

(iii) \( \lambda \) models the impact between neighboring sites. In (16), \( h_{ij} - \lambda h_{i', j'} \) is utilized to represent the difference between neighboring sites \( (i, j) \) and \( (i', j') \). The value of \( \lambda \) controls the degree of impact from \( (i', j') \).

(iv) \( \epsilon \) is utilized to control the adaptation of the pdf of \( d \) in the presence of change. The larger the value of \( \epsilon \), the more the pdf adapts to each CDM, and the faster the adaptation to test data. However, considering the risk of false detection, we assign \( \epsilon \) a moderate value.

(v) \( \theta \) provides a stop threshold in the calculation of the mean field values.
4.1. Synthetic data

To evaluate the new change detection method quantitatively, we generated a synthetic image sequence by using Matlab in the following way: a circle (with a radius of 20, line width of 3, both in pixels, and gray-level intensity of 5) is plotted in a frame; then, white Gaussian noise with mean 127 and standard deviation 1.6 is added to each frame. It should be noted that the signal-to-noise (SNR) ratio of the synthetic data, defined as $20 \log(\text{circle intensity}/\text{noise standard deviation})$, is less than 10 dB, which is much lower than the SNR in most natural videos. The coordinates of the origins were randomly generated. Two pairs of sample frames are shown in Figure 2. We denote the ground truth CDM by $\hat{h}_{(r)}^t$, the detected CDM by $\tilde{h}_{(r)}^t$, and the set of sites with false labels by $S_e = \{(i, j) | h_{(r)}^t_{i,j} = \hat{h}_{(r)}^t_{i,j}, (i, j) \in S\}$. The error rate is then defined as

$$E_r = \frac{|S_e|}{|S|},$$

(25)

where $|S_e|$ and $|S|$ denote the number of sites in $S_e$ and $S$, respectively.

Figure 3 demonstrates the results of the synthetic data. The upper plots show the results obtained from frame 1 and 2. Figures 3a, 3b, and 3c show the ground truth CDM, the
detected CDM, and \( p(d|h = -1) \) and the initial \( p(d|h = 1) \), respectively. Compared with the ground truth CDM, the detected CDM has visible false detections. However, with the adaption of \( p(d|h = 1) \), the false detections are reduced. As seen in the lower plots, where the results were obtained from frame 35 and 36, the detected CDM Figure 3e contains much less false detections. In Figure 3f it can be seen that \( p(d|h = -1) \) was kept intact because of the assumption of stationary noise, but \( p(d|h = 1) \) was adapted to a bell-shaped function according to (21).

To demonstrate the robustness of the MRF approach, we compare it with two existing methods, quadratic picture function (QPF) method developed by Hsu et al. [6], and a novel method (“Method 3,” abbreviated as M3 in the following) recently presented by Geyter and Philips [20]. In the former method, the threshold value of 5.76 was selected, which corresponds to a significant level of 0.005. In the latter method, the parameters \( \alpha, \beta, \) and \( z \) (see [20]) were set to 0.5, 0.9, and 3, respectively. The parameter \( k \) in M3 was tested from 2 to 5 and \( k = 4 \) was selected, which produced the best overall performance for the test sequences. These parameter values were utilized for all the test sequences (synthetic and natural). The results of QPF and M3 methods are illustrated in Figures 4a-4b and 4c-4d, respectively. Compared with the CDMs shown in Figure 3, these two methods appear to be more sensitive to the simulated noise. The error rates of the three methods are illustrated in Figure 5, which shows that the MRF method performed better than the two existing methods in terms of less false detection. It is seen that the error rate of the MRF method decreases as frames 1 through 30 are being processed, then becomes stable after that. The reason is that \( p(d|h = 1) \) adapts gradually to the test data at the initial frames, and then becomes stationary. The adaptation speed is quite satisfactory for most common applications, as indicated by our results using other videos.

4.2. Real-world data

In this section, experimental results on selected MPEG test sequences are presented. Change detection was carried on these sequences at a rate of 10 frame pairs per second. First, we report the experiment on Mother & Daughter sequence by the proposed method. Figure 6 shows frames 58 through 91 which contain both large motions (e.g., hand movement in frame 58 and 61) and small motions (e.g., chest and shoulder movements). The detected CDMs are shown in Figure 7. It can be seen that the stationary background and the moving objects are well distinguished. The background area is quite clean, indicating that the MRF method is robust to the salt and pepper noise contained in this sequence. Figure 8 depicts the pdf’s calculated from this sequence. While pdf \( p(d|h = -1) \) was calculated from a background area that was manually selected, pdf \( p(d|h = 1) \) was initialized and then adapted in the change detection process as described previously. Figure 8 shows the pdf’s calculated progressively at frames 1, 60, 300, 600, and 900.
Figure 6: Frames of Mother & Daughter sequence. (a)–(l) Frames 58, 61, 64, 67, 70, 73, 76, 79, 82, 85, 88, and 91.

Figure 7: The detected CDMs from frames 58 through 91 of Mother & Daughter sequence, using the parameter values listed in Table 1. (a) (58, 61), (b) (61, 64), (c) (64, 67), (d) (67, 70), (e) (70, 73), (f) (73, 76), (g) (76, 79), (h) (79, 82), (i) (82, 85), (j) (85, 88), (k) (88, 91), and (l) (91, 94).
Figure 8: The pdf’s obtained from Mother & Daughter sequence. (a) $p(d|h = -1)$ and $p(d|h = 1)$ at frames 1, 60, 300, 600, and 900. (b) A close look at the pdf’s in the marked range (by the dashed line) in (a).

Figure 9: Experimental results of test sequence Miss America. From top to bottom: frames 75, 78, 81, and 84; CDMs detected by our method, by the QPF method, and by the M3 method.
In the following, the comparisons with QPF and M3 methods are reported. Several representative change detection results on Miss America, Container, Table Tennis, and News are shown in Figures 9–12. In the selected frames of Miss America (Figure 9), the subject’s head and body were moving to her left. It can be observed that the CDMs detected by the MRF approach reflected this motion, where changes in the face region were very well detected. The results from QPF captured most of the changes; however, the disturbance from noise appeared in the background area. The CDMs detected by M3 had certain errors and also suffered from noise.

The results on the container sequence, a typical outdoor video, are presented in Figure 10. In the sample frames, the container was moving slowly to the right and two birds flew by quickly from the left to the right. It can be seen that all the three methods captured the changes caused by the flying birds. However, the motions of the container and rippling water were only well identified by the MRF method, which shows that the proposed method is more efficient in detecting small changes than the other two methods.

Figure 11 demonstrates the results on the table tennis sequence, which contains very fast motion. Again, the MRF method detected moving regions more completely than the other two methods. The scenes selected in news sequence contain both small motion (e.g., face of the male journalist) and large motion (e.g., the spinning stage and dancers). It can be seen in Figure 12 that, although all three methods were robust against background noise, the MRF approach was superior to the other two methods in detecting more completely changing regions, including both the journalists and the moving stage and dancers.

All the algorithms were implemented in C++ and compiled with Microsoft Visual C++6.0. Experiments were performed on an AMD Athlon 1900 (1.66 GHz) PC with 512 M DDR2100 RAM. Among the three methods implemented, the M3 has the least computational complexity. The MRF requires iterations to compute the mean field, thus is slower than M3. The QPF required the most computation in all the experiments. In Table 2, the average computing time of each method on each testing sequence is listed. The computing time of the QPF and M3 is determined by the number of
pixels contained in a video frame, and therefore is largely fixed for all the testing sequences. The computing time of the MRF depends not only on the spatial resolution, but also the number of iterations taken to compute the mean field values. In practice, if the time of computation is critical, a maximum number of iterations can be specified. For example, our system required an average of 9.4 milliseconds per iteration, so a maximum number of iterations of 10 was utilized in detecting changes in image sequence at 10 frames per second.

5. CONCLUSION
In this paper, we have presented a new approach to the change detection problem in image sequences. This approach employs two well-established theories: MRF and MFT. Based upon the MRF theory, change detection is modeled as an optimization problem, namely, the CDM is calculated in the sense of MAP. Our approach differs from the previous statistical methods which rely on thresholding. In order to carry out an efficient computation, we utilized MFT, which simplifies the procedure of searching for the optimal detection of CDM. Experimental results are reported based on this optimization approach. Both the synthetic and real-world data indicate that this approach accurately detects changes between frame pairs. One remaining problem, however, is to determine the values of control parameters in the associated functions. Currently, the parameters are chosen in an experimental manner. In the future, a meaningful cost function of these parameters may be designed to provide the values in a certain optimal sense.
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Figure 12: Experimental results on News. From top to bottom: frames 84, 87, 90, and 93; CDMs detected by the MRF method, by the QPF method, and by the M3 method.

Table 2: Computational cost of MRF, QPF, and M3 methods.

<table>
<thead>
<tr>
<th>Test sequence</th>
<th>MRF (average loops/time)</th>
<th>QPF (time)</th>
<th>M3 (time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Miss America</td>
<td>4.31 loops/40.51 ms</td>
<td>147.2 ms</td>
<td>5.56 ms</td>
</tr>
<tr>
<td>Container</td>
<td>6.49 loops/61.0 ms</td>
<td>147.2 ms</td>
<td>5.56 ms</td>
</tr>
<tr>
<td>Table Tennis</td>
<td>5.37 loops/50.48 ms</td>
<td>147.2 ms</td>
<td>5.56 ms</td>
</tr>
<tr>
<td>News</td>
<td>3.93 loops/36.94 ms</td>
<td>147.2 ms</td>
<td>5.56 ms</td>
</tr>
</tbody>
</table>
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