Influence of the Antennas on the Ultra-Wideband Transmission
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Spectrum is presently one of the most valuable goods worldwide as the demand is permanently increasing and it can be traded only locally. Since the United States Federal Communications Commission (FCC) has opened the spectrum from 3.1 GHz to 10.6 GHz, that is, a bandwidth of 7.5 GHz, for unlicensed use with up to −41.25 dBm/MHz EIRP, numerous applications in communications and sensor areas are showing up. Like all wireless devices, these have an antenna as an integral part of the air interface. The antennas are modeled as linear time-invariant (LTI) systems with a transfer function. The measurement of the antenna’s frequency-dependent directional transfer function is described. Quality measures for the antennas like the peak value of the transient response, its width and ringing, as well as the transient gain are discussed. The application of these quality measures is shown for measurements of different UWB antennas.
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1. INTRODUCTION

In April 2002, the Federal Communications Comission (FCC) has released the first report and order regarding the application of ultra-wideband (UWB) communication devices [1]. The antennas are an essential part of such systems as of any wireless system. All antenna’s properties depend strongly on the frequency. Therefore, the transmitted waveform is filtered by the antenna structure. The ultra-wide bandwidth allows for resolving the fine structure of the transient transmitting and receiving performance of the antenna. For the free-space propagation channel, the channel impulse response depends only on the antennas’ filtering characteristic. In the case of a line-of-sight (LOS) channel, the energy content of the channel impulse response is dominated by the direct path, which again is filtered by the transient responses of the employed antennas. For the analysis of environments with the condition of rich multipath like non-line-of-sight (NLOS), one has to take into account that the filtering characteristic of the antenna has not only an impact on the frequency domain and the time domain but has also a spatial component. This results in different filtering characteristics for different directions and leads to a weighted excitation of the different paths. Therefore, the theoretical analysis and the experimental verification of the spatio-temporal characteristics of UWB antennas are an important issue for the design of UWB systems.

2. UWB ANTENNA MODEL

In general, the electrical properties of antennas are characterized by input impedance, efficiency, gain, effective area, radiation pattern, and polarization properties [2, 3, 4]. For narrowband applications, it is possible to analyze these at the center frequency of the system. For wider bandwidths, the parameters become strongly frequency dependent. The straightforward evaluation of the parameters as functions of frequency is not sufficient for the characterization of the transient radiation behavior. This has to be considered when dealing with UWB modulation schemes like pulse-position modulation, chirp, direct sequence spread spectrum (DSSS), orthogonal frequency division multiplex (OFDM), and the related waveforms.

One proper approach to take into account transient phenomena is to model the antenna as an LTI system [5, 6, 7, 8, 9,
10]. This has to be done for the receiving mode (Section 2.1) and the transmitting mode (Section 2.2). Both systems are related to each other by the reciprocity theorem.

### 2.1. Transient reception

It is assumed that a plane wave from the direction \((\Theta_i, \psi_i)\) with the polarized field strength spectrum \(\vec{E}_i\) hits an antenna, which is terminated with its real and frequency-independent characteristic port impedance \(Z_C\). The received voltage spectrum \(U_{rx,i}\), which is measured across the terminating load, is a linear combination of the antenna’s normalized effective height \(H_n\) and the incident field \((1)\). In the time domain, this leads to the convolution of two vectors, which is the sum of the convolutions for the two independent polarizations \((2)\):

\[
\frac{U_{rx,i}(\omega, \theta, \psi)}{\sqrt{Z_C}} = \frac{\vec{E}_i(\omega, \theta, \psi) \cdot \vec{H}_n(\omega, \theta, \psi)}{\sqrt{Z_C}},
\]

\[
\frac{u_{rx,i}(t)}{\sqrt{Z_C}} = \frac{\vec{E}_i(t, \theta, \psi)}{\sqrt{Z_C}} \ast \frac{\vec{H}_n(t, \theta, \psi)}{\sqrt{Z_C}} = \frac{1}{\sqrt{Z_0}} (h_{copol}(t, \theta, \psi) \ast e_{copol}(t, \theta, \psi)) + h_{p}(t, \theta, \psi) \ast e_{p}(t, \theta, \psi)).
\]

The linearity of the problem allows for the superposition of all incident plane waves. Therefore, the antenna in the receiving mode is fully characterized by its normalized time and angle-dependent transient response \(\vec{H}_n(t, \theta, \psi)\) in the time domain or by the corresponding transfer function \(H_n(\omega)\) in the frequency domain with the angular frequency \(\omega = 2\pi f\).

The dimension of \(H_n\) is m/s. The time-integrating convolution operation \(\ast\) yields the unit m. Accordingly, the unit of the transfer function \(H_n\) is also m. This is related to the definition of a normalized effective antenna height. It is called normalized due to the termination of the antenna port with the characteristic impedance \(Z_C\). Therefore, losses due mismatch of the feeding network are included in the transient response. This is in contrast to the standard definition of the effective height \(h\) which relates the incident electric field to the antenna’s open-circuit voltage.

### 2.2. Transient radiation

The relationship of the radiated electrical field \(\vec{E}_r\) in a certain distance \(r\) and direction \((\theta, \psi)\) in the far-field region and the exciting voltage \(U_{tx}(\omega)\) at the connector is modeled as follows:

\[
\frac{\vec{E}_r(\omega, r, \theta, \psi)}{\sqrt{Z_0}} = \frac{1}{r} \exp \left( -j \omega \frac{r}{c_0} \right) \vec{A}_n(\omega, \theta, \psi) \frac{U_{tx}(\omega)}{\sqrt{Z_C}},
\]

\[
\frac{e_r(t, r, \theta, \psi)}{\sqrt{Z_0}} = \frac{1}{r} \delta \left( t - \frac{r}{c_0} \right) \ast \vec{a}_n(t, \theta, \psi) \ast \frac{u_{tx}(t)}{\sqrt{Z_C}}.
\]

The transient radiation properties are included in the directional and polarized transmit factors \(A_n\) in the frequency domain and \(a_n\) in the time domain. \(Z_0\) denotes the characteristic free-space impedance \((Z_0 = 120\pi \Omega\)). \(Z_C\) is the reference impedance at the antenna connector (assumed to be frequency independent), and \(r\) is the distance from the antenna. The convolution with the Dirac function \(\delta(t - r/c_0)\) represents the time retardation due to the finite speed of light \(c_0\). The antenna transmit factor depends on the regarded direction \((\Theta, \psi)\) of the radiation and is a vector according to the polarization vector properties (copolarization and cross-polarization) of the modeled antenna. The application of the reciprocity theorem \([5, 9, 10]\) yields the connection between the receive and transmitting mode in the frequency and in the time domain:

\[
A_n(\omega, \theta, \psi) = \frac{1}{2\pi c_0} j\omega \vec{H}_n(\omega, \theta, \psi),
\]

\[
ad_n(t, \theta, \psi) = \frac{1}{2\pi c_0} \frac{\partial}{\partial t} \vec{H}_n(t, \theta, \psi).
\]

Equation (4) leads to the conclusion that an antenna with a finite effective height \(H_n\) will not radiate for \(\omega = 0\). With (4) and (5), the transient radiation (3) can be rewritten as

\[
\frac{\vec{E}_r(\omega, r, \theta, \psi)}{\sqrt{Z_0}} = \frac{1}{2\pi c_0 r} \exp \left( -j \omega \frac{r}{c_0} \right) j\omega H_n(\omega, \theta, \psi) \frac{U_{tx}(\omega)}{\sqrt{Z_C}},
\]

\[
\frac{e_r(t, r, \theta, \psi)}{\sqrt{Z_0}} = \frac{1}{r} \delta \left( t - \frac{r}{c_0} \right) \ast \frac{1}{2\pi c_0} \frac{\partial}{\partial t} h_n(t, \theta, \psi) \ast \frac{u_{tx}(t)}{\sqrt{Z_C}}.
\]

As the factor \(j\omega\) can be placed anywhere in (6), the derivation \(\partial / \partial t\) and the convolution \(\ast\) can be exchanged. This results in the known formulation for the radiated fields of impulse radiating antennas (IRAs) \([5, 6, 7]\):

\[
\frac{\vec{E}_r(t, r, \theta, \psi)}{\sqrt{Z_0}} = \frac{1}{2\pi c_0} \delta \left( t - \frac{r}{c_0} \right) \ast h_n(t, \theta, \psi) \ast \frac{u_{tx}(t)}{\sqrt{Z_C}}.
\]

It is important to emphasize that the transient response of the antenna \(h_n\) can introduce any spatio-temporal filter characteristic, which may be far apart from an ideal Dirac pulse which would characterize the transmitting antenna as a mere differentiator in time, as it is very often assumed.

### 2.3. Free-space UWB transmission

The received voltage of a system consisting of the transmitting antenna 1 and the receiving antenna 2, which are placed in free space and in the mutual far field, can be expressed by combining equations for the frequency domain (1) with (6) and the time domain (2) with (7), respectively:

\[
U_{rx,2}(\omega) = \frac{Z_{C,2}}{Z_{C,1}} H_{n,2}(\omega, \theta, \psi_i) \exp \left( -j \omega (r_1/r_0) \right) \frac{1}{2\pi r_2 c_0} \delta \left( t - \frac{r_2}{c_0} \right) \frac{u_{tx,1}(t)}{\sqrt{Z_C}}.
\]

\[
u_{rx,2}(t) = \frac{Z_{C,2}}{Z_{C,1}} h_{n,2}(t, \theta, \psi_i) \ast \frac{1}{2\pi r_2 c_0} \delta \left( t - \frac{r_2}{c_0} \right) \ast \frac{u_{tx,1}(t)}{\sqrt{Z_C}}.
\]
For the transmitting antenna with the transient response $h_{n,1}$, the direction of the receiving antenna is denoted with $(\theta_i, \psi_i)$. In the often encountered case that both antenna transfer functions are normalized to the same characteristic port impedance (e.g., $Z_{C,1} = Z_{C,2} = 50 \Omega$), the factor $\sqrt{Z_{C,2}/Z_{C,1}}$ becomes 1.

3. UWB ANTENNA QUALITY MEASURES

The antenna model of Section 2 enables the description of the radiation of arbitrary waveforms like Gaussian pulses or chirps and so forth. The model covers all dispersive effects that result from a particular antenna structure (e.g., the influence of coupled resonators and the related varying group delay due to nonlinear phase response). The influences of frequency-dependent matching and losses are also covered since the feeding network is included in the model. Thus quality measures of the efficiency of a particular more or less dispersive UWB antenna-under-test (AUT) can be derived directly from the antenna's transient response $h_n$.

In this context, there are two important effects to be distinguished: firstly, the ability of the antenna to effectively transmit and receive power and secondly, the distorting influence on the waveform to be transmitted or received.

3.1. Frequency-domain parameters

As shown in [5, 6, 10], the effective continuous-wave (CW) gain pattern $G_{\text{eff}}$ can be computed from the transfer function as follows:

$$G_{\text{eff}}(\omega, \theta, \psi) = \frac{\omega^2}{\pi c_0} |\tilde{H}_n(\omega, \theta, \psi)|^2.$$  \hspace{1cm} (11)

The IEEE standard antenna gain [11], which excludes the losses due to mismatching, is easily calculated from $G_{\text{eff}}$ by accounting for the antenna’s input reflection coefficient $S_{11}(\omega)$ (10):

$$G(\omega, \theta, \psi) = \frac{G_{\text{eff}}(\omega, \theta, \psi)}{1 - |S_{11}(\omega)|^2}. \hspace{1cm} (12)$$

In order to obtain measures for distortion in the frequency domain, the antenna’s transfer function for the polarization of interest is denoted as the frequency-dependent complex function $H_{n,\text{copol}}(\omega) = |H_{n,\text{copol}}(\omega)| e^{j\phi(\omega)}$ with the magnitude $|H_{n,\text{copol}}(\omega)|$ in meter and the phase angle $\phi(\omega)$ in radians. As known from the theory of filter design [12], the group delay $\tau_g(\omega)$ of a transfer function is defined as

$$\tau_g(\omega) = -\frac{d\phi(\omega)}{d\omega} = -\frac{d\phi(f)}{2\pi df}. \hspace{1cm} (13)$$

The group delay is the delay that a portion of the spectral energy at a given angular frequency $\omega$ encounters when transmitted through the filter. For minimum distortion, the group delay should be constant within the frequency band of interest. In this case, the phase increases linearly with frequency.

The distorting effects can be investigated by introducing a relative group delay:

$$\tau_{g,\text{rel}}(\omega) = \tau_g(\omega) - \tau_{g,\text{mean}}. \hspace{1cm} (14)$$

The frequency-dependent relative group delay $\tau_{g,\text{rel}}(\omega)$ can be reduced to one integral parameter by taking the standard deviation within the frequency band of interest:

$$\tau_{g,\text{RMS}} = \sqrt{\frac{1}{\omega_2 - \omega_1} \int_{\omega_1}^{\omega_2} \tau_{g,\text{rel}}^2(\omega) d\omega}. \hspace{1cm} (15)$$

3.2. Time-domain parameters

The antenna effects on pulse distortion are also to be investigated in the time domain. For the sake of simplification, the formulations are all given for the copolarization. The antenna’s transient response will always have no content at $\omega = 0$ according to (4). Therefore, it will contain at least one zero crossing which will not necessarily end the “main” pulse. Common time-domain measures for pulse width and ringing can be applied, despite this, when analyzing the envelope of the analytic response, which is defined in the frequency domain as [13]

$$H_{n,\text{copol}}^+(\omega) = \begin{cases} 2H_{n,\text{copol}}(\omega) & \text{for } \omega > 0, \\ 0 & \text{for } \omega \leq 0. \end{cases} \hspace{1cm} (16)$$

The Fourier transform of (16) yields the complex analytical response $h_n^+$ in the time domain. The relation to the real-valued antenna’s transient response is

$$h_{n,\text{copol}}(t) = \Re \{ h_{n,\text{copol}}^+(t) \}. \hspace{1cm} (17)$$

According to (2), the peak output voltage from an incident waveform depends on the peak value $p(\theta, \psi)$ of the antenna’s transient response:

$$p(\theta, \psi) = \max_t \{ h_{n,\text{copol}}(t, \theta, \psi) \}. \hspace{1cm} (18)$$

A measure for the linear distortion of the antenna is the envelope width, which is defined as the full width at half maximum (FWHM) of the magnitude of the transient responses envelope:

$$w_{0.5}(\theta, \psi) = t_1 \left| \frac{1}{|h_n^+(t, \theta, \psi)|} \right| = p/2 - t_2 \left| t_2 < t_1, |h_n^+(t, \theta, \psi)| = p/2 \right|. \hspace{1cm} (19)$$

The duration of the ringing $\tau_{r,a}$ is defined accordingly as the time until the envelope has fallen from the peak value below a certain lower bound (e.g., below a fraction $a$ of the main peak):

$$\tau_{r,a}(\theta, \psi) = t_a \left| \frac{1}{h_n^+(t, \theta, \psi)} = a p(\theta, \psi) - t_p \left| t_p < t_a, |h_n^+(t, \theta, \psi)| = p(\theta, \psi) \right| \right. \hspace{1cm} (20)$$

An integral parameter for the dispersive properties of the antenna in the time domain is the delay spread $\tau_{DS}$ of its real valued transient response. The delay spread of a radio channel is calculated from its power delay profile [14], therefore the antenna’s delay spread is calculated from the power
related \(|h_n|^2\):

\[
\tau_{DS}(\theta, \psi) = \frac{\int_{-\infty}^{\infty} (t - \tau_{D, \text{mean}}(\theta, \psi))^2 |h_{n,copol}(t, \theta, \psi)|^2 \, dt}{\int_{-\infty}^{\infty} |h_{n,copol}(t, \theta, \psi)|^2 \, dt} \tag{21}
\]

with

\[
\tau_{D, \text{mean}}(\theta, \psi) = \frac{\int_{-\infty}^{\infty} |h_{n,copol}(t, \theta, \psi)|^2 \, dt}{\int_{-\infty}^{\infty} |h_{n,copol}(t, \theta, \psi)|^2 \, dt}. \tag{22}
\]

The mean effective \(G_{\text{mean}}\) in the regarded frequency band can be used as a first estimate for power budget calculations:

\[
G_{\text{mean}, copol}(\theta, \psi) = \frac{1}{\omega_2 - \omega_1} \int_{\omega_1}^{\omega_2} G_{\text{eff}, copol}(\omega, \theta, \psi) \, d\omega = \frac{1}{\omega_2 - \omega_1} \int_{\omega_1}^{\omega_2} \frac{\omega^2}{\pi c^2} |H_{n,copol}(\omega, \theta, \psi)|^2 \, d\omega. \tag{23}
\]

The above procedure can be generalized by weighting the antenna gain with the input signal to be radiated. This can be achieved with the transient effective gain, which is an integral quality measure and evaluates the ability of an antenna to radiate the power of a given waveform \(u_{tx}(t)\):

\[
g_{T, \text{eff}, copol}(\theta, \psi) = \frac{\int |h_{n,copol}(t, \theta, \psi) * u_{tx}(t)|^2 \, dt}{\int |\sqrt{\pi c_0} u_{tx}(t)|^2 \, dt} \tag{24}
\]

with

\[
|y(t)|^2 = \int_{-\infty}^{\infty} |y(t)|^2 \, dt. \tag{25}
\]

4. MEASUREMENT OF THE TRANSIENT RESPONSE

The frequency-domain measurements presented here have been performed with a HP8350A vector network analyzer and a PHYTRON turn-table positioner supporting the AUT within an anechoic chamber as shown in Figure 1. As a reference antenna, an UWB horn antenna is used. The measurement system is fully computer-controlled. The measurement frequency range is from 400 MHz to 20 GHz (24.5 MHz resolution). A proper calibration has been used in order to eliminate dispersive effects of the connecting cables. The measured \(S_{21}\) as the over all transfer function from AUT to reference antenna includes the effects of eventual mismatch at the antenna port. The terminating loads immanent to the measurement system are \(Z_{C1} = Z_{C2} = 50\Omega\). According to (9), this yields

\[
S_{21}(\omega) = \frac{U_{tx,2}(\omega)}{U_{tx,1}(\omega)} = H_{n,\text{ref}, copol}(\omega)H_{n,\text{AUT}, copol}(\omega) \frac{j\omega}{2\pi c} e^{-j\omega r_{12}/c_0}. \tag{26}
\]

With two identical UWB horn antennas, the complex transfer function \(H_{\text{ref}}(\omega)\) of the reference horn antenna can be calculated from (26) (see [8]), since the distance \(r_{12}\) between the two antennas is known:

\[
H_{n, \text{ref}, copol}(\omega) = \sqrt{\frac{2\pi c}{j\omega}} S_{21}(\omega) e^{j\omega r_{12}/c_0}. \tag{27}
\]

In order to obtain physical results, the phase of the transmission coefficient \(S_{21}(\omega)\) has to be unwrapped correctly. Thus a proper frequency resolution is needed. With the known reference \(H_{n, \text{ref}}(\omega)\), the transfer functions of the AUT is easily calculated solving (26) for \(H_{tx, \text{ref}}(\omega)\). This has to be done for all relevant 2D cuts of the antenna radiation pattern at two orthogonal polarizations (co- and cross-polarization). The complex transfer function is obtained for discrete positive frequencies with a resolution \(\Delta \omega = 2\pi \Delta f\). It can be transformed into the time domain by inverse discrete Fourier transformation with the appropriate scale factor \(1/(N \Delta t)\):

\[
h_{n, \text{AUT}}^+(k \Delta t) = \frac{1}{N \Delta t} \sum_{n=0}^{N-1} H_{n, \text{AUT}}(n \Delta f) e^{j(2\pi/N)kn}. \tag{28}
\]

The result of (28) is a complex discrete-time function with a sampling rate \(\Delta f_{\text{raw}} = 1/f_{\text{max}} = 50\) picoseconds. The measured data is complemented by zero padding for 0–400 MHz and 20–200 GHz. This leads to a fine interpolation of the antenna’s transient response with an interpolated time resolution of \(\Delta t = 5\) picoseconds. Since only the measured positive frequencies are used for the transformation, it results in a time-discrete analytical signal [15]. Its magnitude is referred to as transient response’s envelope \(|h_{n, \text{AUT}}^+|\). The real part \(\Re\{h_{n, \text{AUT}}^+\}\) is taken as a time-discrete estimate for the AUT’s transient response \(h_n\) similar to (17). It is possible to double the time resolution of the measured transient response by combining real and imaginary part of \(h_{n, \text{AUT}}^+\) as shown in [16].

For the evaluation of \(u_{tx}\) according to (10), together with the measured \(h_{n, \text{AUT}}^+\), the derivative of the simulated time-domain excitation voltage has to be converted first into a discrete-time analytical signal by the discrete Hilbert transform [15]. The estimate for the output voltage of the
receiving antenna is then computed in the frequency domain by multiplying the discrete frequency vectors of the antenna transfer functions with the exciting signals according to (9). This procedure makes use of the cyclic convolution properties of the discrete Fourier transform (DFT) and it has to be ensured, that the length of the time vector is sufficient in order to avoid ambiguities. The transfer functions of the connecting cables are measured separately and inserted in the simulation. A verification of this method with the short-pulse time-domain measurements is given in [17].

4.1. Measurement results

The transient response of the employed reference horn antenna (quad-ridged horn, 2–20 GHz) in the E-plane shows a sharp and high peak in the main lobe as can be seen from Figure 2. The horn antenna (model A6100, EM systems) is used as a fixed receiving antenna in the measurement setup. It is 300 mm long and the diameter of the aperture is 140 mm. It exhibits an effective gain from 5 to 19 dBi, which increases from 2 to 20 GHz. The half-power beamwidth is decreasing from 70° to 13° over the specified frequency range. Two identical horn antennas are available for calibration. The measured $h_n$ exhibits a high and sharp peak with $p = 0.93 \text{ m/ns}$ and $w_{0.5} = 65$ picoseconds. That is expected since the horn structure is nonresonant and provides a smooth transition from the transmission line to the free space.

The absolute time delay of the maximum in Figure 2 exhibits a sinusoidal dependence over the rotation angle $\psi$. The explanation is, that the center of rotation did not exactly coincide with the apparent phase center of the antenna [3], which can be called also center of radiation. This can be partly corrected by estimating the center of radiation [19] and reprocessing or repeating the measurement with an improved antenna position. However, the time-domain quality measures (Section 3) are not affected by this effect because they do not refer to absolute delays and are calculated independently for every direction.

The transient response of a Vivaldi antenna, which has been designed for the frequency range 3.1 GHz–10.6 GHz and which was presented in [18], shows also a relatively sharp peak (Figure 3). The antenna has significantly less gain than the horn antenna, which is mainly due to its smaller aperture (50 mm tapered-slot width). Therefore, the peak magnitude of its transient response is $\rho_{\text{max,Vivaldi}} = 0.35 \text{ m/ns}$ lower than that of the horn.

Obviously, the effort in aligning the antenna on the turntable becomes less tedious if the antenna size is small. Therefore, it is assumed that the center of radiation lies within the physical structure of the antenna. However, the measurement of the Vivaldi antenna with the size $78 \text{ mm} \times 75 \text{ mm}$, which is small compared to the horn, exhibits also an angle dependent $h_n$ with sinusoidal components. For the side and backward directions, the antenna’s transient response $|h_n(t, |\psi| > 50°)|$ shows two peaks. For those directions, a unique center of radiation cannot be defined. The two peaks can be explained by the structure of the antenna: the first backward peak is due to the feeding network and the second one emerges from reflections at the Vivaldi antenna’s aperture. This illustrates how the analysis of the antenna’s transient response gives valuable insights to the antenna designer. In Figure 4, the structure and the transient response for a logarithmic-periodic dipole array (LPDA) is shown. In contrast to the horn and the Vivaldi antenna the broadband behavior of the LPDA is due to coupled resonances. This results in a long duration of the transient response $w_{0.5} = 785$ picoseconds and a strongly reduced peak value $p = 0.13 \text{ m/ns}$.

5. PATTERNS OF THE QUALITY MEASURES

The measurements of transient responses for three different antennas are presented here for a UWB horn antenna (2–20 GHz), for a planar Vivaldi antenna (3.1–10.6 GHz), and for a planar LPDA (3.1–10.6 GHz). The planar Vivaldi antenna and the LPDA have been presented in [18].
All antennas are linearly polarized. The graphs presented below show the directional characteristics for the time-domain quality measures (Section 3) in the E-plane of each antenna. The frequency-domain parameters like gain and group delay are discussed in more detail in [20, 21].

5.1. Horn antenna

The transient response of the horn antenna shows a sharp and high peak value $p$ in the main beam direction ($\psi = 0^\circ$). As can be seen from Figure 5b, $p$ decreases fast for off-boresight angles. The half-power ($-3$ dB) width of the peak value pattern $p(\omega)$ is $31^\circ$. The half-voltage ($-6$ dB) width is $45^\circ$. The time dependence for the main beam direction is shown in Figure 6a. The envelope of the transient response gives a good impression where the main signal parts are concentrated. Some high-frequency oscillations ($f = 20$ GHz) are overlaid to the signal. This is due to the sharp edge of the measurements of the rectangular window in the frequency domain. Therefore, this effect is easily reduced using additional filtering. It has to be emphasized that the derived quality measures can only be compared if measurement bandwidth and additional filtering are equal for the measured transient responses. The directional dependence of the transient response’s peak width $w_{0.5}(\psi)$ and the ringing $\tau_{r,\alpha}(\psi)$ in the E-plane are shown in Figure 6b. The lower bound $\alpha$ for the definition of the ringing $\tau_{r,\alpha}$ has to be chosen very carefully according to the noise floor of the measurement. In order to compare the ringing of antennas with different gains under the constraint of a constant noise floor, the fraction $\alpha$ has been chosen to be $\alpha = 0.22(-13$ dB).
The minimum ringing is $\tau_{r,e} = 355$ picoseconds for the main beam direction ($\psi = 0^\circ$). It rises when turning the antenna. This can be explained by the fact that the peak magnitude of the transient response decreases outside the main lobe of the antenna, whereas the unwanted long-lasting, lower frequent oscillations are radiated quite omnidirectional. The FWHM of the main peak shows only weak variations within the main lobe of the antenna. In Figure 5a, the mean-effective gain of the antenna according to (23) is shown. It is compared to the effective gain patterns for selected frequencies within the FCC frequency range. Due to the averaging over frequency, the nodes and side lobes of the narrowband gain patterns are smoothed. The half-power beamwidth of the mean-effective gain pattern is $33^\circ$ and agrees therefore very well with that $31^\circ$ of the peak value pattern $p(\psi)$ although they are not identical. Note that the peak value pattern in Figure 5b is

---

**Figure 5:** (a) Mean-effective gain $G_{\text{mean}}$ (integrated from 3.1–10.6 GHz) and gain $G$ for selected frequencies (E-plane, measurement frequency range 0.4–20 GHz). (b) Comparison of peak magnitudes of the transient response for horn, Vivaldi, and LPDA (E-plane in each case).

**Figure 6:** (a) Transient response in direction $0^\circ$ for the horn antenna (E-plane). (b) FWHM and duration of the ringing for the horn antenna (E-plane).
5.2. *Vivaldi antenna and LPDA*

The transient response of the Vivaldi antenna shows like the horn antenna a sharp peak in the time domain and low ringing (cf. Figures 7 and 8). Figure 7 shows the transient response of the Vivaldi antenna for different measurement bandwidths. The original measurement bandwidth 0.4–20 GHz is reduced to 0.8–15 GHz and 3–12 GHz. The first reduction has almost no influence on the shape of the transient response. The maximum peak is reduced from $p_{0.4–20\text{GHz}} = 0.3448 \text{ m/ns}$ to $p_{0.8–15\text{GHz}} = 0.3410 \text{ m/ns}$ and the FWHM is increased from $p_{0.5,0.4–20\text{GHz}} = 115 \text{ picoseconds}$ to $p_{0.5,0.4–20\text{GHz}} = 130 \text{ picoseconds}$. This shows that the Vivaldi antenna operates mainly in frequencies below 15 GHz. The further reduction of the bandwidth has a significant impact on the resulting transient response: the peak
These emerge from a resonance of the antenna structure at ringing spectral components below 3 GHz are suppressed. The magnitude is reduced to \( p_{0.8–15\text{GHz}} = 0.2313\text{m/ns} \) and the FWHM is increased to \( \psi_{0.5,0.4–20\text{GHz}} = 150\text{picoseconds} \), but the ringing is reduced from \( \tau_{r,0.22,0.4–20\text{GHz}} = 475\text{picoseconds} \) to \( \tau_{r,0.22,3–12\text{GHz}} = 265\text{picoseconds} \). This is because the ringing spectral components below 3 GHz are suppressed. These emerge from a resonance of the antenna structure at 2.1 GHz, which radiates omnidirectionally. Figure 8a shows the FWHM \( w_{0.5}(\psi) \) and the ringing \( \tau_{r,0.22}(\psi) \) of the Vivaldi for the measurement bandwidth 0.4–20 GHz. The peak width and the ringing are quite constant over the main lobe, which is broader than that of the horn. In the azimuth (E-plane) directions of \( \psi = +150^\circ \) and \( \psi = -150^\circ \), the peak magnitude of the transient response \( p(\psi = \pm 150^\circ) \) is very weak. For those angles, the lower bound of the ringing definition conflicts with the noise floor of the measurement (approx. 0.02 m/ns). Therefore, the ringing results are not valid for those directions.

The LPDA exhibits a different behavior than the horn or the Vivaldi. That is due to the fact, that the LPDA is a resonant structure with coupled dipole elements [18, 19]. As can be seen from Figure 7b, its transient responses envelope does not have a sharp peak. It rather consists of an oscillation with decreasing frequency, because the dipoles with higher resonance frequencies are excited earlier than the larger dipoles.

Therefore, the peak magnitude of the transient responses envelope is only 37\% of the Vivaldi antenna’s peak magnitude. However, the mean gain of LPDA (Figure 9b) and Vivaldi (Figure 9a) are approximately equal \( G_{\text{mean,Vivaldi}} = 5.7\text{dBi} \), \( G_{\text{mean,LPDA}} = 5.3\text{dBi} \). The ringing in main beam direction (Figure 8b) is lower than the FWHM, because they are defined on the transient responses envelope, which is quite symmetric to the time of its peak value. Therefore, the time from envelopes peak value to the lower bound is shorter than the FWHM. The boresight values of the envelope peak \( p(\psi = 0^\circ) \), FWHM \( w_{0.5}(\psi = 0^\circ) \), ringing \( \tau_{r,0.22}(\psi = 0^\circ) \), and gains \( G_{\text{eff,mean}}(\psi = 0^\circ) \), \( G(\psi = 0^\circ, f) \) are summarized for the different antennas in Table 1.

### 6. CONCLUSIONS

Since an antenna is a linear time-invariant (LTI) system, it can be fully described by the directional antenna transfer function in both the frequency or the time domain. The particular representation of the antenna transfer function yields the full information in each domain. However, some effects like ringing, maximum-pulse amplitudes, group-delay characteristics, or frequency-selective behavior are investigated best in the domain in which they are defined. Therefore, one measurement in either the frequency or the time domain will provide this information by applying adequate signal processing for the transformation between both domains. The measurement in the frequency domain exhibits standardized characteristics, or frequency-selective behavior are investigated.

![Figure 9: Mean-effective gain \( G_{\text{mean}} \) (integrated from 3.1–10.6 GHz) and gain \( G \) for selected frequencies (E-plane, measurement frequency range 0.4–20 GHz): (a) Vivaldi antenna; (b) LPDA.](image)
and easy calibration methods and has a dynamic range above 90 dB. The shape of the antenna’s directional transient response is directly connected to the physical structure, which will be optimized not only for perfect impulse radiation but also for small size and low cost. The tradeoffs between these optimization goals can be visualized by analyzing the transient response and its derived quality measures as shown above. Furthermore, the quantified influence of the antennas on the UWB transmission can lead to a joint optimization of modulation schemes and antenna properties.
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