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Discovering interacting proteins has been an essential part of functional genomics. However, existing experimental techniques
only uncover a small portion of any interactome. Furthermore, these data often have a very high false rate. By conceptualizing the
interactions at domain level, we provide a more abstract representation of interactome, which also facilitates the discovery of un-
observed protein-protein interactions. Although several domain-based approaches have been proposed to predict protein-protein
interactions, they usually assume that domain interactions are independent on each other for the convenience of computational
modeling. A new framework to predict protein interactions is proposed in this paper, where no assumption is made about do-
main interactions. Protein interactions may be the result of multiple domain interactions which are dependent on each other. A
conjunctive norm form representation is used to capture the relationships between protein interactions and domain interactions.
The problem of interaction inference is then modeled as a constraint satisfiability problem and solved via linear programing. Ex-
perimental results on a combined yeast data set have demonstrated the robustness and the accuracy of the proposed algorithm.
Moreover, we also map some predicted interacting domains to three-dimensional structures of protein complexes to show the
validity of our predictions.

Copyright © 2006 Hindawi Publishing Corporation. All rights reserved.

1. INTRODUCTION

Proteins usually perform their functions in a collaborative
fashion by interacting with each other. Uncovering the com-
plex structures of protein interaction network is essential for
understanding how proteins in a cell function together. Many
computational efforts have been made to predict interact-
ing proteins. The gene fusion/Rosetta method [1, 2] predicts
a pair of proteins to interact if they are encoded separately
as two distinct genes in one organism and are encoded by
one single gene (fused) in another organism. Several other
algorithms explore the use of protein sequences [3], pro-
tein structure [4], phylogenetic profiles [5], protein homol-
ogy [6], gene neighborhood [7], and gene expression corre-
lation [8] for inferring protein-protein interactions. Those
methods are mostly based on protein sequence homology
or structure homology. For example, Goffard et al. [6] infer
two proteins to interact if they are considered to be, respec-
tively, homologous to a pair of interacting proteins accord-

ing to BLAST search [9]. However, similarity in sequence or
structure does not necessarily guarantee similarity in func-
tion. Hence the predictions are generally associated with high
error rates.

Recent advances in proteomics have opened up new op-
portunities for studying protein interactions. A large volume
of protein interaction data has been generated with high-
throughput experimental approaches including yeast two-
hybrid genetic screens [10, 11] and mass spectrometric anal-
ysis [12], making possible genome-wide analysis of protein
interactions. However, these high-throughout experiments
inevitably contain many false positives and false negatives
[13]. For example, two genome-wide yeast interaction data
sets obtained via independent experiments [10, 11, 14] have
less than 4% overlap of the identified interactions. This fact
implies that these high-throughput interactions only repre-
sent a small portion of the whole interactome. However, the
large size of such high-throughput data makes it imprac-
tical, if not impossible, to experimentally verify individual
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Figure 1: A sketch illustration of how domain interaction con-
tributes to protein interaction. Protein p1 and protein p2 interact
through the binding of domain d1 and domain d2, while the in-
teraction between domain d5 and domain d6 is responsible for the
interaction of protein p2 and protein p3.

interactions. The question—can we infer useful protein-
protein interaction information from those high-throughput
data—arises.

An important factor contributing to protein interactions
is the domain composition of the proteins. Domains are be-
lieved to be responsible for protein interactions—proteins
interact through their interacting domains (Figure 1). Be-
cause domains are deemed as the building blocks of pro-
teins, an abstract representation of interactome is achieved
at the domain level (Figure 2). Moreover, this representation
facilitates the discovery of unobserved protein-protein inter-
actions. Several computational approaches were motivated
by this representation and predict protein interactions based
on domain composition of proteins [15–20]: first domain-
domain interactions are inferred from high-throughput pro-
tein interactions and then the putative domain interactions
are used to predict interacting proteins.

As one of the pioneering studies, an association method
was proposed for inferring over-represented sequence-
signature (domain) pairs [19]. Association methods gener-
ally assume that co-occurrence of a domain pair in many in-
teracting proteins indicates association—in this case, inter-
action among the pair of domains. This simple association
method may assign high scores to some domain pairs with
low frequency and the score does not correspond well to the
possibility of interaction. Later Kim et al. [17] improved this
association method by taking into consideration the num-
ber of domains in each protein, and Hayashida et al. [16] ex-
tended this method to numerical interaction data. The above
association methods are limited in the sense that domain-
domain interactions are computed locally, which ignores the
contextual information for each domain, such as the neigh-
bors of the domains.

A graph-theoretical approach, which combines sequence
similarity search with clustering based on interaction pat-
terns and interaction domain information, was proposed in
[20]. The use of domain profile pairs were showed to provide
better predictions than those solely using protein sequences.
However, this method requires a high-quality protein inter-
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Protein-protein interactions Domain-domain interaction

Figure 2: Domain-domain interaction provides an abstract repre-
sentation of protein-protein interaction. Binding of domain d2 to
d5 mediates the interaction between four pairs of proteins: proteins
p1 and p2, proteins p1 and p3, proteins p2 and p4, and proteins p3
and p4.

action map, which is very expensive to obtain in the first
place, to infer protein interactions in another organism.

More recently, several other studies adopted an opti-
mization framework. Deng et al. [15] proposed a probabilis-
tic model for protein interactions and developed a global
method to inferring interacting domains by maximizing the
likelihood of the observed data. Experimental errors were in-
tegrated into the likelihood function as two additional pa-
rameters (false positive and false negative). The expectation
and maximization (EM) algorithm was used to optimize the
parameters. Hayashida et al. [21] added a notion of inter-
action “strength” to the probabilistic model, in which the
strength is computed as the ratio of the number of observed
interactions to the number of experiments. The authors tried
to minimize the sum of differences between the computed
strength and the predicted probabilities in training data with
linear programing. One advantage of the method is that con-
straints can be easily integrated and thus this method can be
easily combined with other existing methods. However, for
the ease of computational modeling, the above probabilistic
models assume that the domain interactions are independent
of each other. This conjecture might be the major source of
errors for these domain-based predictions because protein-
protein interaction could be mediated by multiple domain
interactions and these domain interactions may not be inde-
pendent.

To overcome the above limitation, we propose here a
new framework of learning without enforcing the inde-
pendence assumption between domain interactions. The
protein-protein interactions are interpreted as the result
of domain interactions, either dependent or independent.
Hence, our approach is more inclusive than the previous
ones. We express the relationships between protein interac-
tions and domain interactions in conjunctive norm forms.
This representation naturally leads to the formulation of the
interaction inference problem as a satisfiability (SAT) prob-
lem. This problem is then solved with linear programing. The
prediction framework is characterized in the following two
aspects. First, the proposed framework makes no assump-
tion on the dependency/independency of domain interac-
tions. Second, when formulating the inference problem as a
SAT problem, prior knowledge about domain interaction or
protein interactionmay be easily input into the framework as
additional constraints. The validity of the prediction method
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Figure 3: Overlap among the results of two independent large-scale
yeast two-hybrid screens. The Venn diagram indicates the overlap
among the interaction data obtained in two independent experi-
ments [10, 11, 14]. (a) The overlap in terms of proteins. (b) The
overlap in terms of interactions.

is evaluated with yeast protein interactions. Experimental re-
sults have demonstrated the robustness and accuracy of the
proposed algorithm.

2. CHARACTERISTICS OF THE DATA

Although high-throughput experiments have greatly facili-
tated the study of protein interactions, the high-throughput
data generally contain a large number of false negatives,
creating big challenges in deciphering the interactome. For
example, the genome-wide interaction data for yeast ob-
tained in two independent experiments [10, 11, 14] only have
less than four percentage of overlap for protein interactions
(Figure 3). This lack of overlap between the data sets indi-
cates that the screens to date are far from exhaustive and the
yeast interactome may be much larger than previously esti-
mated. Moreover, the observed protein-protein interaction
matrix is quite sparse as shown in Figure 4. Most of the pro-
teins are discovered to interact with only one protein. How-
ever, Hazbun and Fields [22] estimated that each protein in-
teract with about 5 to 50 proteins. This fact again suggests
that two-hybrid screens reveal a very small portion of the
interactome. It is thus necessary to computationally predict
potential interactions from experimentally identified inter-
acting proteins.

Another significant feature of the data set is that the dis-
tribution of domain frequencies is highly skewed. Most do-
mains occur in one or a few proteins and a few domains are
observed frequently in the data set (Figure 5), which leads
to substantially different frequencies among some domains.
The difference in the frequencies could be problematic for
association-based methods for interaction prediction; for ex-
ample, if domain d1 occurs only once in protein p1, and do-
main d2 occurs in all proteins. Althoughwe only observed the
domain pair d12 once, it could still be significant because do-
main d1 only occurs once. Most association-based methods
do not perform well when the pair of domains have very dif-
ferent frequencies.

3. INFERRING INTERACTING DOMAIN PAIRS

Our framework of inferring interacting domain pairs is built
upon a widely accepted hypothesis that two proteins inter-
act if and only if at least one pair of domains from the two
proteins interact. Let us denote the set of proteins under in-
vestigation as P = {p1, p2, . . . , pM} and their corresponding
domains as D = {d1,d2, . . . ,dN}, where M and N are the
number of proteins and domains. The set of domain pairs
contained in the protein pair 〈pi, pj〉 is then denoted with
Ωi j :

Ωi j =
{〈
d1,d2

〉 | 〈d1,d2
〉 ∈ pi × pj or pj × pi

}
. (1)

For any pair of proteins, whether the two proteins inter-
act or not is determined by the interaction of the set of do-
main pairs contained in the pair of proteins. This relation-
ship may be expressed in conjunctive normal form as

Pi j = ∨dnm∈Ωi j Dnm, (2)

where ∨ means logical “OR”, Pi j is the indicator of whether
proteins pi and pj interact, and Dnm is the indicator of
whether domains dn and dm interact. Both Pi j and Dnm take
binary values with

Pi j =
⎧
⎨

⎩
1 if proteins pi and pj interact,

0 otherwise,

Dnm =
⎧
⎨

⎩
1 if domains dn and dm interact,

0 otherwise.

(3)

Example 1. Suppose that protein p1 contains domains {d1,
d2} and protein p2 contains domains {d1,d3,d5}. We then
have the set of domain pairs Ω12 = {d11,d13,d15,d21,d23,
d25}. P12, the interaction indicator of the protein pair 〈p1,
p2〉, is expressed in terms of the set of related domain indica-
tors P12 = D11 ∨D13 ∨D15 ∨D21 ∨D23 ∨D25.

The problem of inferring interacting domains from pro-
tein interactions is essentially to discover the set of domain
interactions that best fit the protein interaction data. With
the conjunctive norm form of representation, the inference
task essentially is to assign values to domain interaction indi-
cators Dnm (n,m = {1, . . . ,N}) and protein interaction indi-
cators Pi j (i, j = {1, . . . ,M}) so that all the protein-domain
interaction relationships expressed in (2) are satisfied. This
objective naturally leads the formulation of the interaction
inference problem as a satisfiability problem.

Definition 1. Given a set of p clauses in conjunctive normal
form over q variables, the satisfiability (SAT) problem is to
decide whether there is a truth assignment for the q variables
that satisfies all the clauses.

Due to the high error rates in the interaction data, it is
unlikely to obtain a set of assignment for domain interac-
tion indicators that could simultaneously fit into the whole
interaction data. Therefore, rather than requiring the assign-
ment to accommodate all the protein interactions, we set the
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Figure 4: The interaction matrix is very sparse. Most proteins interact with one or a few proteins. (a) The interaction matrix of a combined
yeast interaction data set obtained by [10, 11, 14]. (b) A submatrix of the interaction matrix in (a). (c), (d) Histograms for the number of
interacting partners of a protein.

objective as to maximize the number of relationships (as ex-
pressed in (2)) that are satisfied based on the domain-protein
interaction indicators assigned. This objective coincides with
those of maximum satisfiability (MAX-SAT) problems.

Definition 2. Given a set of p clauses in conjunctive nor-
mal form over q variables, themaximum satisfiability (MAX-
SAT) problem is to obtain a truth assignment for the q vari-
ables so that a maximum number of the clauses are satisfied.

SAT and MAX-SAT problems are difficult to solve be-
cause of their large search space, and they have been known
to be NP-hard [23]. Although a number of techniques
have been developed to solve SAT and MAX-SAT problems
[24, 25], finding optimal solutions for SAT and MAX-SAT
problems is still an active research topic in artificial intelli-
gence, logic, theory of computation, and many other related

areas. How to optimize the solutions of SAT and MAX-SAT
problems, however, is out of the scope of this paper. There-
fore, in this study, linear programing [26], a widely used
techniques forMAX-SAT problems, is used to solve the infer-
ence problem. We employed linear programing for the solu-
tion of the MAX-SAT problem for several appealing reasons.
First, the running time of linear programing is usually poly-
nomial, while a pure combinatorial algorithm to solve the
same problem usually requires exponential time complexity.
Considering the unique variable in the MAX-SAT problem
is usually quite large, the polynomial solution of linear pro-
graming is preferred. Later in this section, we will show two
additional advantages of linear programing solution: ability
to model the strength of the interaction and to easily incor-
porate prior knowledge.

For the interaction inference problem, we associate an in-
dicator variable P′i j ∈ {0, 1}with each protein pair 〈pi, pj〉 to
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Figure 5: Histogram for the number of proteins in which each do-
main occurs. If a domain occurs in a protein multiple times, only
one is counted.

indicate whether or not the proteins are predicted to inter-
act, based on the assignment of domain interaction indicator
matrix D. The goal is to maximize the number of satisfied
protein-domain interaction relationships, that is,

max f =
∑

i j

(
1− ∣∣Pi j − P′i j

∣
∣)

subject to P′i j = ∨dnm∈Ωi j Dnm (∀i, j),
(4)

where Dnm ∈ {0, 1} and Pi j ∈ {0, 1} ( for all m,n, and i, j).
Pi j is the interaction indicator for proteins pi and pj accord-
ing to experimental interaction data. Here, if the interaction
between proteins pi and pj is predicted to be identical to that
provided in the data, then we have Pi j − P′i j = 0; otherwise,
|Pi j − P′i j| = 1. Thus, the above objective function counts
the number of protein-domain interaction relationships sat-

isfied. This objective is equivalent to minimizing the func-
tion

∑
i j |Pi j − P′i j|, which is the total number of protein pairs

whose protein-domain interaction relationships are unsatis-
fied based on the domain interaction assignment. To solve
this minimization problem, the following linear program is
formulated:

minimize
∑

i j

∣
∣Pi j − P′i j

∣
∣

subject to
∑

dnm∈Ωi j

Dnm ≥ Pi j (∀i, j),

P′i j ∈ {0, 1} (∀i, j),
Dnm ∈ {0, 1} (∀n,m).

(5)

The inequality constraints in (5) are from the constraints in
(4) and they ensure that a protein pair is deemed to be inter-
acting only if at least one of the domain pairs in the protein
pair is considered interacting, as Pi j is either 1 or 0. Equation
(6) may be reformulated as

minimize
∑

Pi j=0
P′i j −

∑

Pi j=1
P′i j

subject to
∑

dnm∈Ωi j

Dnm ≥ Pi j (∀i, j),

P′i j ∈ {0, 1} (∀i, j),
Dnm ∈ {0, 1} (∀n,m).

(6)

The linear programing problem is NP-hard when the
variables are restricted to integers. A suitable approximation
is to use probabilistic methods. We solve the relaxed linear
program by loosing the integer constraints on the matrixes
D and P′ in (6). Dnm and P′i j are allowed to assume any real
value in the interval of [0, 1]:

minimize
∑

Pi j=0
P′i j −

∑

Pi j=1
P′i j

subject to
∑

dnm∈Ωi j

Dnm ≥ Pi j (∀i, j),

0 ≤ P′i j ≤ 1 (∀i, j),
0 ≤ Dnm ≤ 1 (∀n,m).

(7)

Let�Dnm be the value obtained for variableDnm and P̂i j for
P′i j after solving the linear program. These real number values
obtained for Dnm and P′i j represent the probability of picking
the integer value 1 for them. The real-number solutions have
advantages over Boolean solutions for their ability to capture
the probabilities of protein interactions and domain inter-
actions. To convert the interactions into Boolean format, we
only need to select a threshold and quantize the values to 0 or
1 based on the threshold. Another advantage of using linear
programing to solve the MAX-SAT problem is that the for-
mulation as an optimization problem subject to constraints
naturally facilitates the integration of prior knowledge about
interaction as additional constraints.
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4. EXPERIMENTAL RESULTS

To infer the interacting proteins, we use the yeast interaction
data set as prepared in [15], which is a combination of in-
teractions obtained from large-scale yeast two-hybrid screens
on Saccharomyces cerevisiae genome [11, 14]. The data set in-
cludes 5719 interactions. The domain definitions of the yeast
proteins are according to Pfam [27]. In total, 2918 Pfam do-
mains are defined on the set of proteins. Proteins without
defined domains are treated as superdomains.

For validation, the MIPS (Munich Information Center
for Protein Sequences) physical interaction pairs [28] are
used to evaluate the predictions. The MIPS data set con-
tains 2575 pairs of interacting proteins but does not include
any pair of noninteracting proteins. We randomly generate a
set of noninteracting protein pairs of size comparable to the
number of the interacting protein pairs. Protein pairs which
do not contain any domain pair in the training set are deleted
because no information about their interaction may be ob-
tained from the training set. This deletion results in a test set
of 2099 interactions.

The GNU Linear Programing Kit1 (version 4.7) is used
for solving linear programs on Unix. In particular, a poly-
nomial time linear programing algorithm using an interior
point method is used to solve the linear programs. Interior
point method is known to be more efficient than the simplex
method. This former method achieves optimization by go-
ing through the middle of the solid defined by the problem
rather than around its surface. The prediction algorithm is
mainly implemented in Perl, and the experiments are per-
formed on a SUN Ultra 60 server (450MHz) with 1GB
RAM.

The performance of the algorithm is evaluated in terms
of sensitivity (Sen) and specificity (Spe). Sensitivity is the ra-
tio of the correctly predicted interacting protein pairs (tp) to
the total number of interacting protein pairs (tp+ f n), while
specificity is the ratio of the correctly predicted interacting
protein pairs (tp) to the number of protein pairs predicted
to be interacting (tp + f p):

Sen = tp

tp + f n
,

Spe = tp

tp + f p
.

(8)

4.1. Training

The yeast interaction data set only contains pairs of interact-
ing proteins, which are so-called positive training examples.
We are lack of negative training examples because the yeast
data set provides no information about the noninteracting
proteins. A common approach to obtain negative examples is
to use the set of all pairs of proteins excluding the interacting
proteins as negative training examples. However, several ma-
jor issues are raised regarding this solution. First, considering

1 http://www.gnu.org/software/glpk/glpk.html(accessedonApril8th, 2005)

high false negatives (≥ 0.64, according to [15]) of the yeast
interaction data set, many interacting protein pairs remain
undiscovered. Using all pairs of proteins excluding the inter-
acting proteins as negative training examples will guarantee
to include all those false negatives. Secondly, the number of
all pairs of proteins is n(n + 1)/2, where n is the number of
proteins in the data set. In the case of the yeast data set, we
have 6359 yeast proteins and 5719 interactions. The number
of all pairs of proteins is in the order of 2 × 107, four mag-
nitude larger than that of the positive examples. Therefore,
the training examples would be very imbalanced if all pairs
of proteins are used for training. Moreover, using all pairs
of proteins for training demands considerable computational
costs.

Considering the above limitations, we generate a subset
of noninteracting protein pairs by randomly coupling the
proteins which are not observed to interact in the experi-
ments. Now what we need decide is the number of “negative”
examples selected. We express the training data in a paramet-
ric form as

Train(t) = |Positive| + |AllPair− Positive| × t, (9)

where t is a real number (0 < t < 1), | · | represents the size
of the set, and Train(t) is the size of the training data with
parameter t. In the actual experiments, we use the parameter

NegRatio = |Negative|
|Positive| (10)

to indicate the number of “negative” examples selected. As
|Positive| is fixed, this ratio is clearly in proportion to the pa-
rameter t. We perform experiments with different values of
NegRatio and report the results in Figure 6. We start with
a training setting of positive examples only, and gradually
include more and more negative examples. Intuitively, in-
cluding a proper number of negative examples increases the
specificity of the prediction with minimal loss of sensitivity.
Seen from the plots, initially, adding more negative examples
for training results in an increased specificity and a reduced
sensitivity. However, for NegRatio > 10, the specificities tend
to be stable and only slightly fluctuate by random. In the
mean while, the sensitivity still keeps decreasing. This phe-
nomenon may be related to the fact that the number of in-
teracting protein pairs treated as negative examples increases
with the growing number of negative examples. A reasonable
value for NegRatio is 10.

4.2. Results

As the EM method is considered the best among existing
methods [21], we here compare the performance of our
method with that of the EM method. Our method is re-
ferred to as the SAT method thereafter. Setting NegRatio =
{0, 1, . . . , 20}, we test the SAT method and the EM method
on the same sets of interaction data and report their results
in Table 1. For all predictions, the threshold is set to 0.6.
The experimental results show that the EMmethod generally
predicts at relative high sensitivities while the SAT method

http://www.gnu.org/software/glpk/glpk.html
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Figure 6: The impact of negative training examples on specificity and sensitivity. The x axis indicates the ratio of the number of randomly
selected negative examples to the number of positive examples. The y axis is the sensitivity (a) and specificity (b). The circles, squares,
diamonds, triangles, and pentagrams represent the sensitivity/specificity at different interaction thresholds (0.95, 0.8, 0.6, 0.4, and 0.2, resp.).

Table 1: Performance comparison of the SAT method and the EM
method at different NegRatio. The threshold for the predictions is
set at 0.6. The metrics reported here are sensitivity, specificity, and
F-score.

NegRatio
SAT EM

Sen Spe F-Score Sen Spe F-Score

0 0.96 0.755 0.845 0.965 0.733 0.833

1 0.939 0.803 0.865 0.967 0.731 0.833

2 0.914 0.820 0.865 0.967 0.729 0.831

3 0.911 0.843 0.876 0.968 0.743 0.840

4 0.911 0.843 0.876 0.974 0.745 0.844

5 0.896 0.842 0.869 0.958 0.738 0.834

6 0.884 0.853 0.869 0.967 0.740 0.838

7 0.882 0.864 0.873 0.970 0.735 0.836

8 0.882 0.878 0.880 0.973 0.743 0.843

9 0.871 0.871 0.871 0.967 0.745 0.842

10 0.87 0.889 0.879 0.970 0.736 0.837

11 0.857 0.889 0.873 0.962 0.741 0.837

12 0.854 0.889 0.871 0.960 0.751 0.843

13 0.846 0.895 0.868 0.967 0.738 0.837

14 0.852 0.885 0.868 0.959 0.751 0.842

15 0.847 0.901 0.873 0.968 0.748 0.844

16 0.844 0.900 0.871 0.967 0.743 0.840

17 0.831 0.900 0.864 0.967 0.742 0.840

18 0.84 0.902 0.870 0.964 0.743 0.839

19 0.84 0.912 0.874 0.971 0.743 0.842

20 0.827 0.914 0.868 0.959 0.744 0.838

predicts at relative high specificity. Moreover, the sensitivity
and specificity of the EM method seem to be uncorrelated
to the number of negative examples included in the training
set (see Table 1 and Figure 7). On the other hand, the num-
ber of negative examples included has a clear impact on the
performance of SAT approach. Including more negative ex-
amples increases the specificity of SATmethod at the cost of a

lower sensitivity. To compare the twomethods, in addition to
sensitivity and specificity, we introduce F-score which com-
bines the two former metrics to score the prediction,

F-score = 2 Spe× Sen
(Spe+Sen)

. (11)

We calculate F-score for each training run and the results
are also listed in Table 1. The F-scores of the SAT methods
are higher than those of the EM method (P-value less than
0.0001).

For the purpose of interaction prediction, we are more
interested in discovering interacting proteins rather than
noninteracting proteins. That is, errors in predicted interact-
ing proteins ( f p) are less tolerable than those in predicted
noninteracting proteins ( f n). Thus, specificity is a more im-
portant metric than sensitivity. The predictions by the SAT
method generally have higher specificities than those by the
EM method as seen from Figure 7 (different NegRatio while
threshold is set to 0.6) and Figure 8 (different threshold val-
ues while NegRatio is set to 10). In this sense, we are more in
favor of the SAT method.

We employ a polynomial time linear programing algo-
rithm using an interior point method (provided by the GNU
Linear Programing Kit) to solve the linear programs. Table 2
and Figure 9 show the running time of the GNU LP program
with different number of variables.

To compare the predictionsmade by the SATmethod and
the EM method, we plot the predicted protein-protein inter-
action matrixes of the two methods as shown in Figure 10(a)
(NegRatio = 10 and threshold = 0.6). In these plots, each
row and each column represent a protein. A circle means that
the proteins at the corresponding row and column interact
according to SAT prediction. Similarly, a triangle indicates
that the proteins at the corresponding row and column in-
teract according to EM prediction. The protein interactions
in the testing set are indicated by dots. The twomethods pro-
duce about 75.5% overlaps in their predictions about protein
interaction (either interacting or noninteracting). When this
overlapped portion is compared with the testing interactions



8 EURASIP Journal on Applied Signal Processing

1

0.96

0.92

0.88

0.84

Se
n
si
ti
vi
ty

0 2 4 6 8 10 12 14 16 18 20

No. of neg/no. of pos

EM
SAT

(a)

0.95

0.9

0.85

0.8

0.75

0.7

Sp
ec
ifi
ci
ty

0 2 4 6 8 10 12 14 16 18 20

No. of neg/no. of pos

EM
SAT

(b)

Figure 7: Comparison of how specificity and sensitivity change with different NegRatio for the SAT method and the EM algorithm. The
threshold for the predictions is set at 0.6. The lines with circles represent the performance of the SAT method, while the lines with squares
represent that of the EM method.
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Figure 8: Comparison of specificity and sensitivity of our algorithm
to those of the EM algorithm (NegRatio = 10).

(Figure 10), it results in a slightly higher specificity of 0.899
at a sensitivity of 0.867.

4.3. Structural evidences for the predicted domain
interactions

Biological validation of the predictions is by no means a triv-
ial task. The lack of a golden test set for domain interactions
is the major reason that a statistically significant test is infea-
sible. Here we use some examples to illustrate some of the
predictions.

Recently, iPfam2 has been built as a resource containing
domain-domain interactions observed in protein data bank
(PDB) entries. For each entry in PDB, Pfam domains are first

2 http://www.sanger.ac.uk/Software/Pfam/iPfam/.
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Figure 9: Running time of GNU LP programwith different number
of variables.

projected onto the structure. Then, the distances between
each pair of domains are computed to decide whether in-
teractions are formed between these domains. The domain
interactions logged in iPfam include inter-protein or intra-
protein ones, while our predictions only cover those between
proteins. Therefore, it is expected that our prediction only
matches to a portion of iPfam interactions. The predicted
domain-domain interactions are compared with those con-
tained in iPfam. Table 3 list some of those domain-domain
interactions.

As there is very limited information on domain inter-
actions available, here we attempt to draw evidences from
structures of interacting proteins or protein complexes to
validate our predictions about interacting domains. First let
us look at the complex structure of the protein cyclin a and
the protein cyclin-dependent kinase 2 (PDB ID 1 f in). Ac-
cording to Pfam, cyclin a contains two copies of PF00069

http://www.sanger.ac.uk/Software/Pfam/iPfam/.
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Table 2: The running time of GNU LP with different number of variables.

NegRatio 0 1 2 3 4 5 6 7 8 9 10

nnegative 0 5719 11438 17157 22876 28595 34314 40033 45752 51471 57190

npositive 5719 5719 5719 5719 5719 5719 5719 5719 5719 5719 5719

nvariables 22738 43417 64030 83801 104718 124775 143744 164518 183948 204905 223661

TLP (seconds) 1.0 2.0 5.0 7.0 11.0 15.0 21.0 30.0 35.0 48.0 55.0

NegRatio 11 12 13 14 15 16 17 18 19 20

nnegative 62909 68628 74347 80066 85785 91504 97223 102942 108661 114380

npositive 5719 5719 5719 5719 5719 5719 5719 5719 5719 5719

nvariables 243500 261383 282568 301274 319929 339958 358401 375141 396173 412924

TLP (seconds) 70.0 79.0 95.0 107.0 130.0 148.0 164.0 181.0 209.0 238.0
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Figure 10: The degree of overlap among testing protein interactions, predicted interactions by SAT approach and EM approach. The
NegRatio and threshold of the prediction are set to 10 and 0.6, respectively. (a) Overlap of predicted protein interactions by SAT meth-
ods (circles) and those by EMmethods (triangles). (b) Overlap of predicted protein interactions by SAT methods (circles) and the testing set
(dots). (c) Overlap of predicted protein interactions by EM methods (triangles) and the testing set (dots).
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Table 3: Examples of predicted domain-domain interactions that matches the predictions by iPfam.

Domain 1 Domain 2 Domain 1 Domain 2

PF02984 PF00069 PF00134 PF00069

PF00023 PF00069 PF00378 PF00378

PF00786 PF00069 PF00043 PF02798

PF02115 PF00071 PF02826 PF00389

PF02629 PF00389 PF00581 PF00581

PF01842 PF00389 PF00995 PF00804

PF00227 PF00227 PF00227 PF00389

PF00491 PF00491 PF00675 PF00675

PF00631 PF00400 PF00091 PF00389

PF00503 PF00400 PF01111 PF00069

PF00389 PF00137 PF00389 PF00004

PF00291 PF00585 PF00389 PF00400

PF01466 PF00646 PF01466 PF00888

PF00134 (Cyclin N)

PF02984 (Pkinase)

PF00069 (Pkinase)
PF02984 (Pkinase)

PF00134 (Cyclin N)

PF00069 (Pkinase)

(a) (b)

PF00069 (Pkinase)

PF00134 (Cyclin N)

PF02984 (Cyclin C)

(c)

Figure 11: The 3-D structure of cyclin a—cyclin-dependent kinase 2 complex (PDB ID 1 f in). The structure shows how cyclin-dependent
kinase 2 binds to cyclin a. The Pfam domains are graphed on the structure and labelled in color. Two PF00069 (Pkinase) domains are marked
in red and purple, respectively. Two PF00134 (Cyclin N) domains are colored in blue and yellow, respectively. The protein segments in cyan
and orange are PF02984 (Cyclin C) domains. (a), (b) The complex structure is captured from different angles to show how the domains
contact with each other. (c) Part of the structure is shown to indicate how the three domains contact with each other.

(Pkinase) domains, while cyclin-dependent kinase 2 contains
two copies of PF00134 (Cyclin N) domains and two copies
of PF02984 (Cyclin C) domains. We graph these domains
on the PDB structure (see Figure 11). The complex struc-
ture is captured from different angles to show how the do-
mains contact with each other. As shown in the structure, the
PF02984 (Cyclin C) domain and the PF00134 (Cyclin N)
domain both interact with the PF00069 (Pkinase) domain.
Moreover, according to our prediction, DPF02984,PF00069 =
0.58, and DPF00134,PF00069 = 1. From Figure 11(c), we can see
that the area of contact between PF00134 and FP00069 is
actually larger than that between PF02984 and PF00069. It
seems that our algorithm is able to successfully predict not
only the domain interactions but also the relative strength of
the domain interactions.

Another evidence supporting our prediction that the
PF00023 (Ank) domain interacts with the PF00069 (Pkinase)
domain is obtained from the three-dimensional (3-D) struc-
ture of the P18(Ink4C)-Cdk6-K-Cyclin ternary complex (PDB
ID 1g3n) (see Figure 12). As indicated by its name, the
complex contains three proteins: cyclin-dependent kinase

6 (cdk6), cyclin-dependent kinase 6 inhibitor (P18(Ink4C)),
and V-Cyclin (K-Cyclin) (grey). According to Pfam, cyclin-
dependent kinase 6 contains Pkinase domains, while cyclin-
dependent kinase 6 inhibitor containsAnk domains. Two ad-
ditional examples are shown in Figure 13, where the com-
plexes structure of rac-rhogdi shows the interactions between
the Pfam domains, PF02115 (Rho GDI) and PF00071 (Ras)
(Figure 13(a)), and the interaction between the Pfam do-
mains, PF00043 (GST C) and PF02798 (GST N), is illus-
trated through the structure of the human glutathione s-
transferase p1-1 in complex with ethacrynic acid-glutathione
conjugate (Figure 13(b)).

4.4. Biological significance of the predictions

Table 4 lists the novel interacting protein pairs discovered
with our methods. The prediction about the interaction be-
tween ADR1 and ZAP1 is very significant because ADR1
and ZAP1 are zinc-responsive transcription factors. It is very
likely that the two proteins bind together in response to
the presence of zinc and other related stimulates. Another
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PF00069 (Pkinase)

PF00023 (Ank)PF00023 (Ank)

(a) (b)

(c) (d)

Figure 12: The 3-D structure of a P18(Ink4C)-Cdk6-K-Cyclin ter-
nary complex (PDB ID 1g3n). The complex contains three pro-
teins: cyclin-dependent kinase 6 (cdk6), cyclin-dependent kinase 6 in-
hibitor (P18(Ink4C)), and V-Cyclin (K-Cyclin). The Pfam domains
are graphed on the structure and labelled in color. Two PF00069
(Pkinase) domains are marked in red and pink, respectively. Ten
copies of PF00023 (Ank) domains are marked with other colors ex-
cept grey. The complex structure is captured from different angles
to show how the domains contact with each other.

significant prediction we made is the interaction between
protein PAP1, an amino acid permease, and protein SEC17,
which is a peripheral membrane protein required for vesic-
ular transport. The rationale after their interaction is that
when the amino acid permease PAP1 uptakes amino acids,
it may need to bind to SEC17 to transport the amino acids to
other cellular compartment.

Our prediction of protein-protein interactions is associ-
ated with very low cost and it helps biologists to select im-
portant protein pairs out of numerous candidates without
experimentation. Based on the prediction, biologists can as-
sign priorities to the proteins or domains to be experimented
on.Moreover, the predictionmay also be used to assign func-
tions to unknown proteins. For example, the uncharacterized
protein, YMR291W, was predicted to interact with HSP104.
Since interacting proteins are usually involved in the same
cellular processes, wemay predict that YMR291W is involved
in the response to stresses.

5. DISCUSSIONS AND CONCLUSIONS

Inferring protein interaction is a very challenging problem
due to the high level of noise in the interaction data and
limited information about the protein interactions. Exist-
ing domain-based methods tend to oversimplify the prob-
lem by introducing the assumption that the domain inter-
actions are independent from each other. In our study, the
protein-protein interactions are interpreted as the result of

PF02115 (Rho GDI)

PF00071 (Ras)

(a)

PF00043 (GST C)

PF02798 (GST N)

PF00043 (GST C)

PF02798 (GST N)

(b)

Figure 13: (a) The 3-D structure of a rac-rhogdi complex. The
complex contains ras-Related C3 Botulinum Toxin Substrate 2
(P21-Rac2) and rho GDP-Dissociation Inhibitor 2 (rho Gdi 2, rho-
Gdi beta, Ly-Gdi). The Pfam domains are graphed on the struc-
ture and labelled in color. The PF00071 (Ras) domain is marked in
red. The PF02115 (Rho GDI) domain is colored in blue. (b) The
3-D structure of the human glutathione s-transferase p1-1 in com-
plex with ethacrynic acid-glutathione conjugate. Two copies of the
PF02798 (GST N) domains are marked in red and blue, respec-
tively. Two copies of the PF00043 (GST C) domains are colored in
purple and green, respectively.

domain interactions which are not necessarily independent
of each other. The relationships between protein interactions
and domain interactions are expressed in conjunctive norm
forms, which enables us to formulate the problem of inter-
action inference as a satisfiability (SAT) problem. The infer-
ence problem is then relaxed and solved with linear program-
ing. The prediction framework is characterized in the fol-
lowing two aspects. First, the proposed framework makes no
assumption on the dependency of domain interactions and
is a more natural way of modeling the relationship between
protein-protein interactions and domain-domain interac-
tions. Secondly, when formulating the inference problem as
a MAX-SAT problem, prior knowledge about domain inter-
action or protein interaction may be easily input into the
framework as additional constraints. The validity of the pre-
diction method is evaluated with yeast protein interactions.
Our method achieves a sensitivity of 87.0% and a specificity
of 88.9% at the threshold 0.6 (NegRatio = 10) on a combined
yeast data set. Compared with the MLE-EM method, our
method is able to predict at a higher specificity while main-
taining a reasonable sensitivity. Attempts were made to vali-
date our prediction on domain interactions by inspecting the
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Table 4: Examples of the discovered novel interacting protein pairs.

Interactor I Function Interactor II Function

ADR1
Zinc-finger transcription factor involved in
regulation of ADH2 and peroxisomal genes

ZAP1
Zinc-regulated transcription factor, binds to
zinc-responsive promoter elements to induce
transcription of certain genes in the presence of zinc

PAP1
Amino acid permease involved in the uptake of
cysteine, leucine, isoleucine, and valine

SEC17

Peripheral membrane protein required for vesicular
transport between ER and Golgi and for the “priming”
step in homotypic vacuole fusion, part of the cis-SNARE
complex

LSM1
Component of small nuclear
ribonucleoprotein complexes involved in
mRNA decapping and decay

MUD1
U1 snRNP A protein, homolog of human U1-A; involved
in nuclear mRNA splicing

CLN1 role in cell cycle START PKH1 Pkb-activating kinase homologue; Ser/Thr protein kinase

SMK1
Mitogen-activated protein kinase required for
spore morphogenesis that is expressed as a
middle sporulation-specific gene

SWE1
Protein kinase that regulates the G2/M transition by
inhibition of Cdc28p kinase activity

DUN1

Cell-cycle checkpoint serine-threonine
kinase required for DNA damage-induced
transcription of certain target genes,
phosphorylation of Rad55p and Sml1p, and
transient G2/M arrest after DNA damage;
also regulates postreplicative DNA repair

TIF35
Subunit of the core complex of translation
initiation factor 3(eIF3), which is essential for
translation

BOI1
Protein implicated in polar growth; interacts
with bud-emergence protein Bem1p

TIF35
Subunit of the core complex of translation initiation
factor 3(eIF3), which is essential for translation

TIF34
Subunit of the core complex of translation
initiation factor 3(eIF3), which is essential
for translation

WTM2
WD repeat containing transcriptional modulator 2;
transcriptional modulator

GPA1

GTP-binding alpha subunit of the
heterotrimeric G protein that couples to
pheromone receptors; negatively regulates
the mating pathway by sequestering
G(beta)gamma and by triggering an
adaptive response; activates the pathway via
Scp160p

PAC1

Protein involved in nuclear migration, part of the
dynein/dynactin pathway; targets dynein to
microtubule tips, which is necessary for sliding of
microtubules along bud cortex

PRP3
Splicing factor, component of the U4/U6-U5
snRNP complex

TPK3
Involved in nutrient control of cell growth and division;
cAMP-dependent protein kinase catalytic subunit

ARO8
Aromatic aminotransferase, expression is
regulated by general control of amino acid
biosynthesis

SRP1
Cell wall mannoprotein of the Srp1p/Tip1p family of
serine-alanine-rich proteins

AHP1

Thiol-specific peroxiredoxin, reduces
hydroperoxides to protect against oxidative
damage; function in vivo requires covalent
conjugation to Urm1p

SRP1

Cell wall mannoprotein of the Srp1p/Tip1p family of
serine-alanine-rich proteins; expression is downregulated
at acidic pH and induced by cold shock and anaerobiosis;
abundance is increased in cells cultured without shaking

CUS2
Protein that binds to U2 snRNA and Prp11p,
may be involved in U2 snRNA folding

SAP190
Protein that forms a complex with the Sit4p protein
phosphatase and is required for its function

HSP104
Heat shock protein that is responsive to
stresses including heat, ethanol, and sodium
arsenite

YMR291W ORF, uncharacterized

positions of the domains in some protein complexes based on
their structure information deposited in PDB. Our method
correctly predicted the interactions among domains. Further
more, the scores assigned to each pair of domains also corre-
spond to the strength of the interaction.

Although our method achieved relatively high sensitiv-
ity and specificity. The sensitivity is still low. The reason
for the relatively low sensitivity is that the protein-protein
interactions provided for the training (the combined data
set) only represent a very small fraction of the potential
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protein-protein interactions due to high false-negative asso-
ciated with high-throughput methods. As proper training in-
stances are necessary for predictionmethods to performwell,
it is quite reasonable for our method to achieve a sensitivity
around 87%. With the accumulation of high-throughput in-
teraction data, wemay be able to includemore instance in the
training data and improve the sensitivity of the prediction.

One limitation shared by all domain-based interaction
inference methods is that domain composition is considered
as the solely determining factor for interactions. However,
the presence of a pair of interacting domain in a pair of
proteins is only a necessary but not sufficient for two pro-
teins to interact. Whether two proteins interact or not may
also depends on their expression level, their subcellular loca-
tion, and many other factors. Proteins are observed to inter-
act with different partners in fulfilling different cellular func-
tions. For example, the 14-3-3 domain interacts with Cdc25
tyrosine phosphatase during cell cycle regulation, while it
interacts c-Raf Ser/Thr kinase when it functions for signal
transduction. Hence, protein interactions cannot be studied
in an isolated fashion. A system biology approach, which fo-
cuses on the interplay between all components of the cell,
may be central to the understanding of protein interactions.

The domain-based approaches to infer protein-protein
interactions usually do not differentiate interaction do-
mains and catalytic domains. However, the interaction do-
mains are more likely to mediate protein interaction. In-
teraction domains are believed to be more likely to medi-
ate specific protein-protein interactions. Unique character-
istics have been revealed about interaction domains in terms
of their lengths, structures, and frequency in genomes [29].
Moreover, proteins containing the same interaction domains
are often observed to have very diverse functions. For exam-
ple, SH2 domain containing proteins perform functions that
include regulation of protein/lipid phosphorylation, phos-
pholipid metabolism, transcriptional regulation, cytoskele-
tal organization, and control of Ras-like GTPases. However,
our current understanding of interaction domains is still lim-
ited to a few well-studied ones such as SH2 domains. An
automatic method may be developed to identify interaction
domains in proteins. This result may then be used to help
the further identification of interacting domains and pro-
teins and improve the accuracy of protein interaction pre-
diction.
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