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A subspace based approach for the blind multiple signal separation and recovery for MIMO systems is proposed in this paper. Instead of using the statistics of the received signal, the proposed algorithm exploits the received signal structure and the finite alphabet property of the desired signals. The finite alphabet property is used to remove the unknown unitary matrix that is associated with most of the statistics-based MIMO system identification algorithms. The proposed algorithm also incorporates an error-correcting procedure; therefore, it has more accuracy than the existing algorithms. Computer simulation results demonstrate that the algorithm can detect the signals and estimate channel parameters accurately with very few symbols, even under high noise and bad channel conditions.
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1. INTRODUCTION

Multiple transmit and receive antennas can be used in wireless communications to form multiple-input and multiple-output (MIMO) systems to improve transmission capacity and performance. The first problem that we have to address before using MIMO communication systems is to identify and equalize MIMO systems, that is, to find system parameters, separate and recover signals. In this paper, we present blind subspace algorithm for MIMO system equalization. Since almost all MIMO systems can be modeled or approximated as FIR systems, we limit ourselves to linear FIR systems.

A number of algorithms have been proposed for blind identification and equalization of channels with only one input. Traditionally, most blind equalization algorithms for single-input and single-output (SISO) systems have been based on higher-order statistics [1, 2, 3, 4]. In the last few years, a number of second-order statistics based algorithms have been proposed in [5, 6, 7] to exploit the cyclostationarity of oversampled continuous SISO communication systems. Since an oversampled continuous SISO system is equivalent to a discrete single-input and multiple-output (SIMO) system, these algorithms can be regarded as addressing the SIMO system identification problem as well. Recently, a number of subspace-based algorithms have been proposed in [8, 9, 10, 11, 12] for blind system identification. In particular, we have proposed a new deterministic subspace-based algorithm in [11, 12] which addresses blind equalization of oversampled continuous SISO (or equivalently discrete SIMO) systems. Compared with other algorithms in the literature, this algorithm has much better performance. However, it requires that the number of outputs equal to the FIR channel length, which is very restrictive in reality. In Section 2, we generalize this algorithm, remove this restriction, and study the performance of the algorithm under different oversampling rates. The approach used to generalize the SIMO identification algorithms can be also used to generalize the MIMO identification algorithm developed in Section 3.

Compared with the number of algorithms that exist for the single-input systems, there are very few algorithms which address the MIMO channel equalization. This is because the
MIMO problem is much more difficult to deal with. For example, it can be shown that by using only the structure and no other extra information (like quantized inputs or knowledge of the statistics), we can only identify the system up to a unitary matrix. Nevertheless, a few algorithms that equalize MIMO systems have been discovered [10, 13, 14]. In particular, [10, 14] are subspace-based methods which use the ILSP method described in [15] and are iterative. The statistics-based algorithm in [13], like other statistics-based algorithms, needs a very long observation interval to equalize the system and is therefore not suited to fast changing environments, such as wireless communications. It is becoming greater to find MIMO system blind equalization algorithms that use smaller observation intervals, work well at high noise conditions, and give more accurate estimates. In Section 3, we will derive a more general algorithm without using the assumption.

2. GENERALIZED SUBSPACE ALGORITHM FOR SIMO SYSTEMS

In [11, 12], we presented an algorithm for blind identification of oversampled continuous SISO systems under certain conditions. However, that algorithm requires that the oversampling rate should be exactly the same as the length of the FIR channel. Although in most cases this constraint will not create any problems. In some cases, too high oversampling rates will cause the impulse response matrix to become very ill-conditioned, which leads to poor channel estimates. After describing the mathematical model of SIMO systems, we will present a generalized subspace algorithm that does not require the constraint.

2.1. Problem statement

The mathematical model of 1-input and K-output systems can be illustrated as in Figure 1a. The sequence s(n) is sent through K linear channels \( h_i(n) \), \( i = 1, \ldots, K \). In the noiseless case, the channel outputs \( x_i(n) \), \( 1 \leq i \leq K \), can be expressed as

\[
x_i(n) = \sum_{j=0}^{J-1} s(n-j)h_i(j),
\]

where \( J \) is the maximum length of \( h_i(\cdot) \)'s. The problem we propose to tackle here is the blind identification and equalization of SIMO systems, that is, to find an algorithm to estimate the sequence \( s(n) \) given only the outputs \( x_i(n) \). The solution we presented in [11, 12] assumed that \( K = J \). Here we will derive a more general algorithm without using the assumption.

For a given \( n \), define for \( 1 \leq i \leq K \),

\[
\begin{align*}
x_i(p) &= [x_i(p) \ x_i(p+1) \cdots x_i(p+n-1)]^T, \\
s(p) &= [s(p) \ s(p+1) \cdots s(p+n-1)]^T, \\
h_i &= [h_i(0) \ h_i(1) \cdots h_i(J-1)]^T.
\end{align*}
\]

With the above definitions, equation (1) can be expressed as,

\[
x_i(p) = [s(p) \ s(p-1) \cdots s(p-J+1)] h_i,
\]

or

\[
[\begin{array}{c} x_1(p) \\ x_2(p) \\ \vdots \\ x_K(p) \end{array}] = [\begin{array}{c} s(p) \\ s(p-1) \\ \vdots \\ s(p-J+1) \end{array}] H,
\]

where \( H \) is a \( J \times K \) matrix defined as

\[
H = [h_1 \ h_2 \cdots h_K].
\]

When developing the subspace algorithms in [11, 12], we have assumed that the matrix \( H \) is square (i.e., \( J = K \) and invertible.
Unfortunately, $H$ need not be a square matrix (and hence will not be invertible). Therefore, we are going to introduce a generalized algorithm to deal with the situation.

### 2.2. Generalized subspace algorithm

The algorithm developed in [11, 12] requires that $H$ be a square matrix. When $H$ is not square, the generalized algorithm is to modify this matrix to get a square, invertible matrix, without substantially changing (4). Without loss of generality, we assume $K \leq J$.

Let $O_{j\times k}$ be a $j \times k$ matrix of zeros. Define $\hat{H}_1 = H$ and $\hat{H}_{j+1}$ recursively as,

$$
\hat{H}_{j+1} = \begin{bmatrix}
\hat{H}_{j} & O_{j\times k} \\
O_{1\times jK} & H
\end{bmatrix}.
$$

From the definition, $\hat{H}_j$ is a $(J + j - 1) \times jK$ matrix and it has more columns than rows when $j \geq (J - 1)/(K - 1)$. Let $J' = [(J - 1)/(K - 1)]$ and $\tilde{H}$ be a $(J + j' - 1) \times (J + j' - 1)$ square matrix consisting of the first $(J + j' - 1)$ columns of $\hat{H}_{j'}$.

Now, define the following:

$$
X(p) = \begin{bmatrix} x_1(p) & x_2(p) & \cdots & x_K(p) \end{bmatrix},
$$

$$
\tilde{X}(p - j' + 1) = \begin{bmatrix} x_1(p-j' + 1) & x_2(p-j' + 1) & \cdots & x_{K+J'(J-1)}(p-j' + 1) \end{bmatrix},
$$

$$
\Phi = \begin{bmatrix}
X(p) & X(p-j'+2) & \cdots & X(p-j'+1) \\
0 & X(p) & \cdots & 0 \\
0 & 0 & \ddots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & X(p+1)
\end{bmatrix}
$$

with the number of block-rows being $J + j' - 1$ and $0$ representing a matrix of zeros.

We can show that $\Phi$ can be factored as

$$
\Phi = \Psi \hat{H},
$$

where

$$
\hat{H} = \begin{bmatrix}
\tilde{H} & 0 & \cdots & 0 \\
0 & \tilde{H} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \tilde{H}
\end{bmatrix},
$$

$$
\Psi = \begin{bmatrix}
S(p+1) & -S(p) & 0 & \cdots & 0 & 0 \\
0 & S(p+1) & -S(p) & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & S(p+1) & -S(p)
\end{bmatrix}.
$$

From [11, 12, Lemma 3.2], we know that the probability that $\Psi$ has a one-dimensional null-space tends to 1 exponentially with increasing $n$. We also know that the one-dimensional null space is given by $N(\Psi)$,

$$
N(\Psi) = \left\{ c \left[ e_1 \ e_2 \ \cdots \ e_{J'+1} \right]^T : c \in \mathbb{R} \right\},
$$

where $e_i$ is a $1 \times (J + j' - 1)$ vector given by

$$
e_i = \begin{bmatrix} 0 \ldots 0 \underbrace{1}_{\text{ith}} \ldots 0 \end{bmatrix}.
$$

So for all practical purposes we can assume that $\Psi$ has a one-dimensional null space. If we further assume that $\hat{H}$ is invertible, it is easily seen that $\Phi$ has a one-dimensional null-space and that the null space of $\Phi$ is given by

$$
N(\Phi) = \left\{ c \left[ \tilde{H}^{-1} e_1^T \ \tilde{H}^{-1} e_2^T \ \cdots \ \tilde{H}^{-1} e_{J'+1}^T \right]^T : c \in \mathbb{R} \right\}.
$$

Note that $\Phi$ is a matrix whose elements are the actual channel output samples—so we can apply some of the standard algorithms to find its null space—let the null space be

$$
N(\Phi) = \left\{ c \left[ \lambda_1 \ \lambda_2 \ \cdots \ \lambda_{J'+1} \right]^T : c \in \mathbb{R} \right\},
$$

where $\lambda_i$ is a $1 \times (J + j' - 1)$ vector. We therefore have,

$$
\tilde{H}^{-1} \left[ e_1^T \ e_2^T \ \cdots \ e_{J'+1}^T \right] = \hat{H}^{-1} = c \left[ \lambda_1^T \ \lambda_2^T \ \cdots \ \lambda_{J'+1}^T \right].
$$

From the null space of $\Phi$ we can get $\tilde{H}$ and hence $H$, the channel response matrix, up to a multiplication factor. Thus, in the noiseless case we have identified the channel exactly.

The same algorithm can be used for noisy case. Instead of finding a null vector of $\Phi$, we find the smallest singular vector of $\Phi$. To obtain a better estimate of the channel, we can also apply the error-correcting least-squares (ECLS)
algorithm discussed in [11, 12]. Here we have a choice of several sampling rates (or equivalently several channels) unlike [11, 12] where the sampling rate was fixed at J—by choosing an appropriate sampling rate, it may be possible to overcome the problem of ill-conditionedness that is always faced in blind equalization algorithms. In [11, 12], the ill-conditionedness problem was overcome by choosing the effective channel length to be smaller than J. Here the ill-conditionedness can be overcome by reducing the sampling rate itself. In Section 4, we present some simulation results comparing the performance of this algorithm at different sampling rates. From the simulations we can see that at least for very ill-conditioned matrices, the performance becomes better as the rate of over-sampling decreases. The reason for this counter-intuitive result\(^1\) is that, in very ill-conditioned matrices, increasing the sampling rate does not really increase the information content in the samples.

3. THE SUBSPACE ALGORITHM FOR THE MIMO SYSTEMS

In Section 2, we looked at the SIMO channel equalization problem. In this section, we tackle the MIMO channel case. The mathematical model of d-input/K-output MIMO systems can be illustrated as in Figure 1b. The d sequences \(s_1(n),\ldots,s_d(n)\) are sent through linear channels \(h_{ij}(n)\) for \(i = 1,\ldots,K\) and \(j = 1,\ldots,d\) and hence, the channel outputs \(x_k(n), 1 \leq k \leq K\), can be expressed as

\[
x_k(n) = \sum_{i=1}^{J} \sum_{m=0}^{J} h_{k,i}(m) \cdot s_i(n - m),
\]

where \(J\) is the maximum length of \(h_{ij}(:,).\) The solution we present below assumes that \(K = Jd.\) By using the approach that was presented in Section 2 for the SIMO case, this algorithm can also be extended to \(K \neq Jd\) case.

3.1. The MIMO subspace approach

First we define some matrices and derive some basic relations between them, and then prove Theorem 1. Based on these relations and Theorem 1, we then derive the MIMO subspace algorithm.

For a given \(n\), for \(1 \leq i \leq d\) and \(1 \leq j \leq Jd\), define

\[
\begin{align*}
  s_i(p) &= [s_i(p) \ s_i(p+1) \ \cdots \ s_i(p+n-1)]^T, \\
  S_i(p) &= [s_i(p) \ s_i(p-1) \ \cdots \ s_i(p-J+1)]^T, \\
  S(p) &= [S_1^T(p) \ S_2^T(p) \ \cdots \ S_d^T(p)]^T, \\
  x_j(p) &= [x_j(p) \ x_j(p+1) \ \cdots \ x_j(p+n-1)]^T, \\
  X(p) &= [x_1(p) \ x_2(p) \ \cdots \ x_d(p)], \\
  h_{ij} &= [h_{ij}(0) \ h_{ij}(1) \ \cdots \ h_{ij}(J-1)]^T,
\end{align*}
\]

\(^1\)Intuitively, higher sampling rate implies more information, which in general should lead to better performance.

\[
H = \begin{bmatrix}
h_{1,1} & h_{2,1} & \cdots & h_{dJ,1} \\
h_{1,2} & h_{2,2} & \cdots & h_{dJ,2} \\
\vdots & \vdots & \ddots & \vdots \\
h_{1,d} & h_{2,d} & \cdots & h_{dJ,d}
\end{bmatrix}
\]

We then have the following equation:

\[
X(p) = S(p)H.
\]

Now construct the matrix \(\Phi\) as

\[
\Phi = \begin{bmatrix}
X(p+1) & -X(p) & 0 & \cdots & 0 & 0 \\
0 & X(p+1) & -X(p) & \cdots & 0 & 0 \\
0 & 0 & X(p+1) & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \cdots & X(p+1) & -X(p)
\end{bmatrix}
\]

with the number of block-rows being \(J\), 0 representing a matrix of zeros. Using (18) and (19), it is easy to see that the following identity holds:

\[
\Phi = \Psi H,
\]

where

\[
\Psi = \begin{bmatrix}
S(p+1) & -S(p) & 0 & \cdots & 0 & 0 \\
0 & S(p+1) & -S(p) & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \cdots & S(p+1) & -S(p)
\end{bmatrix},
\]

and \(H = \text{diag}(H, H, \ldots, H)\) and the number of block matrices \(H\) is \(J\).

Below we prove that \(\Psi\) has a \(d\)-dimensional null space.

Theorem 1. If the vectors \(s_i(j)\) for \(1 \leq i \leq d\) and \((p-J+1) \leq j \leq (p+1)\) are independent, then \(\Psi\) has the \(d\)-dimensional null space given by

\[
\mathcal{N}(\Psi) = \left\{ \sum c_1 e_1 + c_2 e_{j+1} + \cdots + c_d e_{(d-1)+j+1} : c_k \in \mathbb{R} \right\},
\]

where \(e_i = [0 \cdots 0 \underbrace{1}_{ith} 0 \cdots 0].\)

The proof of the theorem will use the following lemma, which is proved in the appendix.
Lemma 1. If the $J+1$ vectors $\mathcal{B}_0, \mathcal{B}_1, \ldots, \mathcal{B}_J$ are linearly independent, the $n \times n$ matrix, $\Gamma$, with zero elements everywhere except the following elements:

$$\Gamma_{ii} = \mathcal{B}_i \mathcal{B}_i \cdots \mathcal{B}_j,$$
$$\Gamma_{i,i+1} = \mathcal{B}_i \mathcal{B}_0 \mathcal{B}_1 \cdots \mathcal{B}_{j-1}$$

has a one-dimensional null space and

$$\mathcal{N}(\Gamma) = \left\{ c \left[ e_1, e_2, e_3, \ldots, e_f \right]^T : c \in \mathbb{R} \right\}.$$  \hfill (24)

With the above lemma, we can now prove the theorem.

Proof of Theorem 1. Let $O_{nxk}$ be an $n \times k$ matrix of zeros, $\hat{S}_i(p) = \left[ O_{n(n-i)} S_i(p+1) O_{n(d-i)} \right]$, and

$$\Psi_i = \begin{bmatrix} \hat{S}_i(p) & -\hat{S}_i(p) & 0 & \cdots & 0 & 0 \\ 0 & \hat{S}_i(p) & -\hat{S}_i(p) & \cdots & 0 & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & \hat{S}_i(p+1) & -\hat{S}_i(p) \end{bmatrix}.$$  \hfill (26)

Now, $\Psi$ can be written as

$$\Psi = \sum_{i=1}^{d} \Psi_i.$$ \hfill (27)

Let

$$\lambda = \left[ \lambda_{1,1}^T \cdots \lambda_{d,1}^T \cdots \lambda_{d,2}^T \cdots \lambda_{d,J}^T \right]$$

be a $dJ^2 \times 1$ vector in the null space of $\Psi$ (where $\lambda_{i,j}$ is a $J \times 1$ vector). Now for $1 \leq i \leq d$, define $\beta_i$ as the vector obtained by replacing all elements in $\lambda$, except $\lambda_{i,1}, \lambda_{i,2}, \ldots, \lambda_{i,J}$, by zero. Therefore, $\beta_i$ is given by

$$\beta_i = \left[ \theta_{i,1} \theta_{i,2} \theta_{i,3} \cdots \theta_{i,J} \right]^T,$$ \hfill (29)

where $\theta_{i,k} = \left[ O_{n(n-i)+1} \lambda_{k,i}^T O_{n(d-i)} \right]$. It can be seen that the following relation holds:

$$\Psi_i \beta_i = 0 \quad \text{for } 1 \leq i \leq d.$$ \hfill (30)

Using Lemma 1 it can be seen that (30) implies that

$$\beta_i = c_i \left[ e_{(i-1)+1}^T \cdots e_{(i-1)+J}^T \cdots e_{i}^T \right]^T$$

for some $c_i \in \mathbb{R}$. Since $\lambda = \sum_{i=1}^{d} \beta_i$, the theorem follows. \hfill \Box

Assuming further that $H$ is invertible, we can conclude that $\Phi$ also has a $d$-dimensional null space if the vectors $s_i(j)$, for $1 \leq i \leq d$, $(p-j+1) < j < (p+1)$, are independent. But it is easy to see that as $n$ increases, the probability that these vectors are not independent goes to zero exponentially [11, 12]. Therefore, we conclude that as $n$ increases, the probability that $\Phi$ has a $d$-dimensional null space increases exponentially to 1.

Also from the expression for the null space of $\Psi$ in

Theorem 1, it follows that the null space of $\Phi$ can be written as

$$\mathcal{N}(\Phi) = \sum_{i=1}^{d} c_i b_i,$$ \hfill (32)

where the basis vectors $b_i$ are

$$b_i = \left[ e_{(i-1)+1}^T \cdots e_{(i-1)+J}^T \cdots e_i^T \cdots \right]^T,$$ \hfill (33)

where $A = H^{-1}$.

Note that the $d$ basis vectors $\{b_i\}$ all have the required information about $H$ as well as about the transmitted sequences, for

$$\Lambda = \left[ \Lambda e_1 \Lambda e_2 \Lambda e_3 \cdots \Lambda e_d \right],$$ \hfill (34)

$$S(p) = X(p)\Lambda.$$ \hfill (35)

Another important observation is that just the knowledge of $\Lambda$ is enough to determine the $i$th transmitted sequence. The reason is that the $J$ columns (from columns $(i-1)(J+1)$ to $(i)J$) of $A$ are from $b_i$, and the information about the $i$th transmitted sequence can be obtained by post-multiplying $X(p)$ by these $J$ columns of $A$.

3.2. The problem caused by the $d$-dimensionality of the null space

From the above relations, it is clear that if we have the basis vectors, then we have solved the MIMO problem. Unfortunately, the basis vectors are unknown. In the SIMO case, this problem does not arise since the null space is one-dimensional. Here the null-space is $d$-dimensional and standard algorithms (like the SVD algorithm) can give us the null space, but not the basis vectors that we need. Just arbitrary $d$ basis vectors for the null-space will not be enough—the basis vectors we need are special as given by (33). If we just choose a basis for the null space, what we end up with is a linear combination of the basis vectors, that is, vectors of the form $\sum_{i=1}^{d} k_i b_i$, where $k_i \in \mathbb{R}$. The problem that we therefore have to address can be stated as follows: given the null space (and some basis for it), find the $d$ basis vectors $\{b_i\}$.

To solve this problem, we now make use of the discrete nature of the transmitted sequence. In what follows, for the sake of simplicity in presentation, we focus only on the $d = 2$ case. The points discussed below can be easily generalized to arbitrary $d$.

Our two basis vectors $b_1$ and $b_2$ lie in the null space. So if we have any other two independent vectors which belong to the null space, then our basis vectors are just linear combinations of those two vectors. We write this mathematically. Let $y_1$ and $y_2$ be any two vectors in the null space obtained from $\Phi$, then

$$b_1 = x y_1 + y y_2, \quad b_2 = x y_1 + w y_2,$$ \hfill (36)

for some $x, y, z, w \in \mathbb{R}$. The problem now reduces to finding $x, y, z,$ and $w$. 


We had previously made the observation that just the knowledge of \( b_1 \) is enough to determine the first sequence. This now boils down to the statement that just the knowledge of \( x \) and \( y \), the weighting factors of \( y_1 \) and \( y_2 \), is enough to determine the first sequence. We will make use of this observation below to solve for \( x \) and \( y \) and hence the transmitted sequence. Table 1 describes the procedure to find \( x \) and \( y \).

The big question is of course: what if the estimate of \( x \) and \( y \) is wrong? What criterion should be used to find out whether our estimate for \( x \) and \( y \) is correct? One reasonable criterion is the following: whenever the transmitted sequence obtained from \( x \) and \( y \) is a proper transmitted sequence, then we can assume that the estimate of \( x \) and \( y \) is correct. Note that we do not know the exact transmitted sequence but we do know the symbol constellation of the transmitted sequence. So we can define a proper transmitted sequence to be any sequence with elements from the signal constellation.

Using the idea presented above to check whether any assumed \( x \) and \( y \) is correct, we have Table 2 for estimating the transmitted sequence (and the channel responses).

Here are some comments on Table 2.

1. To find \( x \) and \( y \) in Step 3 in the algorithm, two-dimensional search over real numbers is required. The proper transmitted sequence criterion defines the correct estimate by the fact that at the correct estimates of \( x \) and \( y \), all the elements of the estimated transmitted sequence will lie in the signal constellation. In a noisy situation, instead of the correct estimates of \( x \) and \( y \), we will have the optimum estimates of \( x \) and \( y \) and the condition that the estimated transmitted sequence should lie in the signal constellation will be replaced by the following: denote the estimated transmitted sequence to be \( \mathbf{v} \). Find the constellation-sequence \( \mathbf{u} \) closest to \( \mathbf{v} \), that is, to find \( x \) and \( y \) that minimize \( \| \mathbf{u} - \mathbf{v} \| \).

2. If signal constellation is the same for both the sequences, there will be two sets of \( x \) and \( y \) at which the estimated transmitted sequence will lie in (or in the noisy case be very close to a sequence with elements in) the signal constellation. These represent the two transmitted sequences and with one search we can find both the transmitted sequences.

3. As we can see in Section 3.3, the two-dimensional search can actually be reduced to a one-dimensional search.

### 3.3. Complexity reduction

To reduce the computational complexity, it would be better if we could manage with just a one-dimensional search instead of a two-dimensional search over reals. It is in fact possible to reduce the two-dimensional search to a one-dimensional search. Furthermore, it does not involve any loss in accuracy of estimate.

There are many ways in which this can be done. For example, we can just set \( x = 1 \) and search over all values of \( y \) from \(-\infty \) to \( \infty \). We can normalize each vector obtained and this gives all possible normalized vectors in the null space. But we end up with problems if for example \( b_1 = y_2 \), for then \( y \) will have to be \( \infty \) which is not practically reachable through any search algorithm. So from a practical point of view this approach and other similar approaches are not very effective. We found the following procedure most advantageous from a computational angle.

1. Perform Gram-Schmidt orthonormalization procedure on the two vectors, \( y_1 \) and \( y_2 \) and obtain the two orthonormal vectors \( \delta_1 \) and \( \delta_2 \). Let \( \tau_1 \) and \( \tau_2 \) be the first 2 elements of \( \delta_1 \) and \( \delta_2 \), respectively.

2. Minimize the following over \( 0 \leq \theta \leq 2\pi \),

\[
\| \mathbf{a} - \text{quant} (\mathbf{a}) \|, \tag{37}
\]

where \( \mathbf{a} \) is the estimate of the transmitted sequence given by

\[
\mathbf{a} = \mathbf{X}(p + 1)(\cos(\theta)\tau_1 + \sin(\theta)\tau_2) \tag{38}
\]

and \( \text{quant}(\mathbf{x}) \) is the element by element quantization of \( \mathbf{x} \), where the quantization maps each element of \( \mathbf{x} \) to its nearest point in the signal constellation. Figure 2 shows a sample plot of \( \| \mathbf{a} - \text{quant} (\mathbf{a}) \| \) versus \( \theta \) in the noisy case.

The actual estimates of the two transmitted sequences are the quantized versions of the estimated sequences obtained from the two values of \( \theta \) at the two minima.

### 3.4. Error-correcting least squares MIMO algorithm

We have so far made substantial use of the structure inherent in the output samples. Although we have also used the fact that the transmitted sequence is quantized, we have not

---

\( ^2 \)We can choose any sensible criterion for closeness—for most practical cases, we can either use the nearest neighbor rule or more simply just perform an element by element quantization. In our simulations we have adopted the later approach of element by element quantization.

\( ^3 \)It is important not to lose track of the essence behind all these manipulations—our aim is to search over all the vectors in the null space—because we know that one (or more accurately one pair) of the vectors is the correct one. All these tricks we are employing are just ways of making this search systematic.
exploited it fully. The ECLS algorithm discussed in [11, 12] does this very effectively and we can apply it here as well.

The crucial point in the ECLS algorithm is the observation that in almost all practical cases, if the initial estimate is close enough to the desired optimum, then we can reach the optimum by searching over a smaller area around initial estimate. The great reduction in the computational complexity comes from the fact that \( n \) small searches is just linear complexity whereas one search over the whole area\(^4\) will have a complexity of \( n^p \), where \( p \) is the dimension in which we are searching.

By applying this same idea here, we can reduce the search complexity greatly. The only problem is that we have two estimated sequences rather than one. So there are many ways in which we can do a smaller search. We can at each stage search over all possible one-element deviations for each transmitted sequence and then choose those one-element deviations for each sequence which corresponds to the overall optimum. The algorithm which does this is shown in Table 3.

But since we are only dealing with finite sequences, there is an even more simpler way of using error-correction. Concatenate the two sequences and apply the error correcting procedure on the combined 1D sequence. This is clearly only a subset of the previously described algorithm and so the performance of this will be degraded compared to the previous. But the importance of this approach lies in the fact that it reduces the complexity substantially. In the case that the two transmitted sequences are independent, the assumption that we can search over the two sequences independently (which is what we are doing here) instead of a joint search for the best sequence-pair, is quite reasonable. Because of these advantages, in our simulations we use this approach. Although the ECLS-MIMO algorithm improves the performance in all cases, the improvement is especially important when the matrix \( H \) is ill-conditioned because the channel and sequence estimates are not very accurate.

4. SIMULATION RESULTS

In this section, we present some simulation results for the two algorithms presented in this paper—the generalized SIMO and MIMO-subspace algorithms—and compare it with other algorithms, under the same channel and noise conditions.

4.1. Simulations results for the generalized SIMO algorithm

First, we present the results for the generalized SIMO-subspace algorithm and compare it with the results in [8, 9, 10]. Here we do not present the results for [11, 12] since the algorithm in [11, 12] assumes that the “numerical” channel length is smaller than the actual channel length and uses the shorter channel length for its computation which leads to its better performance. This approach to overcome the ill-conditionedness of the channel is complimentary to the lower sampling rate approach we have proposed in this paper and both the approaches can be used simultaneously to even further improve the performance.

For these simulations, we used a channel with \( J = 4 \). Oversampling it at four times the baud rate, the channel matrix \( H \) which we used is given by

\[
H = \begin{bmatrix}
0.04142 & 0.0216 & -0.01959 & -0.06035 \\
-0.07025 & -0.0241 & 0.08427 & 0.2351 \\
0.3874 & 0.4931 & 0.5167 & 0.4494 \\
0.3132 & 0.152 & 0.01383 & -0.06754
\end{bmatrix}
\]  

(39)

To quantify the ill-conditionedness or well-conditionedness of a matrix we will use \( \text{RCOND}(X) \). \( \text{RCOND}(X) \) is an estimate for the reciprocal of the condition of \( X \) in the 1-norm. If \( X \) is well conditioned, \( \text{RCOND}(X) \) is near 1.0. If \( X \) is badly conditioned, \( \text{RCOND}(X) \) is near 0.0. For the matrix \( H \) above, \( \text{RCOND}(H) = 0.0027 \). It is therefore clearly a
Figure 3: Generalized subspace algorithm, (a), (b) 2-oversampling, (c), (d) 3-oversampling, and (e), (f) 4-oversampling. SNR = 25 dB. (a), (c), and (e) 40 symbols, (b), (d), and (f) 100 symbols.

Figure 4: Algorithms (a), (b) in [8], (c), (d) in [9], and (e), (f) in [10]. SNR = 25 dB. (a), (c), and (e) 40 symbols, (b), (d), and (f) 100 symbols.
very ill-conditioned matrix. If we oversample the channel at only twice the baud rate (as opposed to the four times oversampling done above) and create a square matrix using the method presented in Section 2, the RCOND of the matrix thus obtained is 0.0123. This is still an ill-conditioned matrix but the condition number is five times better. By choosing the sampling instants appropriately we can even make the RCOND = 0.0186—but since we have no hold over the sampling instants, for our simulations we assume a sampling such that we get a lower condition number. Similarly, depending on the sampling instants, sampling at three times the baud rate can give us square matrices with RCOND numbers 0.0021, 0.0046, or 0.0134. For our simulations we have assumed the sampling rates to be such that the RCOND number is the worst of the possible values, that is, RCOND = 0.0021. Since the matrices are so ill-conditioned, it is necessary to use error-correction and all results presented below are with error correction.

To obtain a performance measure of the channel estimation, the normalized root-mean-square error (NRMSE) of the estimator is defined by

\[
\text{NRMSE} = \frac{1}{\|\hat{h}\|} \sqrt{\frac{1}{M} \sum_{i=1}^{M} \|\hat{h}_{(i)} - h\|^2},
\]

where \(M\) is the number for independent trials, and \(\hat{h}_{(i)}\) is the estimate of the channel from the \(i\)th trial. Figure 6a shows the NRMSE versus SNR for different algorithms. In Figure 6b we have shown the bit error rate (BER) in estimating the transmitted sequences for the different algorithms. Figure 6c shows the computational complexity of different algorithms (measured by the number of floating point operations—FLOPS in MATLAB). As we can see from these figures, the BER is quite small and drops very sharply for all the subspace algorithm with an increase in the SNR. Also we can clearly see that the values of both the NRMSE and the BER for the generalized subspace algorithms presented here are lower than for other algorithms in the literature in the low SNR situation. In particular, the twice baud rate sampling case consistently outperforms the rest.

Figures 3a and 3b show 20 channel estimates obtained by oversampling at twice the baud rate (the observation interval is 40 and 100 symbols for the two figures and SNR in both cases is 25 dB). Figures 3c, 3d, 3e, and 3f show 20 estimates obtained by oversampling at 3 and 4 times the baud rate. Figures 4a, 4b, 4c, 4d, 4e, and 4f show the 20 channel estimates obtained using the algorithms in [8, 9, 10]. From the figures we can see that the generalized subspace algorithms presented in this paper perform better than the other algorithms in the literature. Figures 5a, 5b, 5c, and 5d show 20

\[\text{Figure 5: 20 estimates of the channel for (a) SNR = 20 dB, (b) SNR = 15 dB, (c) SNR = 10 dB, and (d) SNR = 5 dB for the oversampling twice-subspace algorithm. 40 symbols.}\]
channel estimates using the 2-times oversampling subspace algorithm with only 40 symbols for 20, 15, 10, and 5 dB SNR, respectively.

The figures clearly demonstrate how as the condition number of the matrix becomes better (with lower sampling the condition number can get better), the performance improves. Sampling at twice the baud rate improves the condition number and hence the performance as compared to sampling at 4 times the baud rate. Also, just reducing the sampling rate also improves the performance—even though we chose the worst cases of sampling at thrice baud rate, still the performance is better than the 4-times baud rate sampling case.

Figure 6c is the computational complexity plot. It shows that the complexity of the generalized subspace algorithm presented here is comparable to those of the other algorithms in the literature. As should be expected, lowering the sampling increases the complexity—the reason being that the lower the sampling rate, the bigger the effective H (with zero-paddings) becomes. Since the complexity of the subspace approach (because of the singular value decomposition for finding the null space) depends on the size of this matrix, as this size increases, we can expect the complexity to also increase.

4.2. Simulations results for the MIMO algorithm

We will now present the results for the MIMO-subspace algorithm and compare it with the MIMO equalization algorithm presented in [14]. We will present the results first without using error-correction and then with error-correction and demonstrate the algorithm's effectiveness in both cases.

The simulation study presented here is for the case when $d = 2$, $K = 4$, and $J = 2$. The impulse responses used in the simulation for both the algorithms is given as

$$
H = \begin{bmatrix}
0.1667 & 0.1057 & -0.0665 & 0.3232 \\
0.4813 & 0.5333 & 0.4369 & 0.3846 \\
0.2804 & -0.0505 & 0.2208 & -0.0067 \\
0.3730 & 0.4744 & 0.4296 & 0.5090
\end{bmatrix}. \tag{41}
$$

Figures 7a and 7b show the estimates$^5$ of the channel response using the algorithm in [14] for SNR $= 25$ dB. In both cases, the length of the observation interval covers 100 symbols. Figures 7c and 7d show the estimates obtained by using the subspace algorithm without error correction and using an observation interval of only 50 symbols. The SNR in this case is also 25 dB. These figures show that the subspace algorithm (even without error correction) performs much better than the algorithm in [14].

Figures 8a and 8b show the NRMSE of the algorithm versus SNR for the two input sequences. In Figures 9a and 9b we have shown the BER in estimating the two input sequences. As can be seen from the figure, the BER drops very

$^5$ We have combined the channel responses of the four channels $h_{1i}(n)$, $1 \leq i \leq 4$, and the four channels $h_{2i}(n)$, $1 \leq i \leq 4$, to form the two channel responses shown in the figures.

![Figure 6: (a) NRMSE versus SNR, 35 symbols. (b) BER versus SNR, 35 Symbols. (c) Computational complexity, SNR = 30 dB.](image-url)
Figure 7: (a), (b) Algorithm in [14], 100 symbols, SNR = 25 dB. (c), (d) MIMO subspace algorithm without error correction, 50 symbols, SNR = 25 dB.

Figure 8: NRMSE versus SNR for the two input sequences. 100 symbols used for each estimate.
5. CONCLUSIONS

In this paper, we generalized the basic subspace algorithm presented in [11, 12]. This generalization allows us to use it even in cases when the sampling rate cannot be chosen to be equal to the FIR channel length. We compared this result to other algorithms and found that this algorithm is more general than the one in [11, 12] and performs much better than other algorithms in the literature [8, 9, 10]. The simulation study also showed that for ill-conditioned channels as the sampling rate is reduced, the performance becomes better.

In this paper, we have also proposed a new algorithm for the blind equalization and identification of MIMO systems. This algorithm uses a subspace based approach in combination with a searching procedure based on the finite alphabet property of the input sequence. As the simulation results show, this algorithm needs fewer symbols than the algorithm in [14] for obtaining a good estimate of the MIMO channel response as well as the transmitted sequences. The accuracy of the channel estimate is also better than [14]. Finally, this algorithm is quite robust to noise and computationally also more efficient than the algorithm in [14].

APPENDIX

Proof of Lemma 1. Let the vector $\beta$ be a vector in the null space of $\Gamma$ where

$$\beta = [\beta_{1,1}, \beta_{2,1}, \ldots, \beta_{1,2}, \beta_{2,2}, \ldots, \beta_{J,1}, \beta_{J,2}, \ldots, \beta_{J,J}]^T.$$  \hfill (A.1)

Then

$$\Gamma \beta = 0.$$  \hfill (A.2)
From this equation, and, using the fact that since the vectors $\mathbf{b}_0, \mathbf{b}_1, \ldots, \mathbf{b}_J$ are linearly independent, a linear combination of them cannot be zero unless all the corresponding coefficients are zero, we get the following equations:

$$\beta_{1,i} = 0 \quad \forall i = 2, 3, \ldots, J - 1, J,$$
$$\beta_{1,i} - \beta_{2,i+1} = 0 \quad \forall i = 1, 2, 3, \ldots, J - 1,$$
$$\beta_{2,i} - \beta_{3,i+1} = 0 \quad \forall i = 1, 2, 3, \ldots, J - 1,$$

$$\vdots$$
$$\beta_{J-1,i} - \beta_{J,i+1} = 0 \quad \forall i = 1, 2, 3, \ldots, J - 1,$$
$$\beta_{J,i} = 0 \quad \forall i = 1, 2, 3, \ldots, J - 1.$$

From these equations it can be concluded that $\beta_{1,i}$ for $i \neq j$ are all zero and $\beta_{1,i} = \beta_{2,i} = \cdots = \beta_{J,i}$. This means that the vector $\beta$ is fixed up to a multiplication factor and since $\beta$ is an arbitrary vector in the null space of $\Gamma$, we infer that $\Gamma$ has a one-dimensional null space generated by the vector $[\mathbf{e}_1 \mathbf{e}_2 \mathbf{e}_3 \cdots \mathbf{e}_J]^T$.
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