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Multichannel audio offers significant advantages for music reproduction, including the ability to provide better localization and
envelopment, as well as reduced imaging distortion. On the other hand, multichannel audio is a demanding media type in terms
of transmission requirements. Often, bandwidth limitations prohibit transmission of multiple audio channels. In such cases, an
alternative is to transmit only one or two reference channels and recreate the rest of the channels at the receiving end. Here, we
propose a system capable of synthesizing the required signals from a smaller set of signals recorded in a particular venue. These
synthesized “virtual” microphone signals can be used to produce multichannel recordings that accurately capture the acoustics
of that venue. Applications of the proposed system include transmission of multichannel audio over the current Internet infras-
tructure and, as an extension of the methods proposed here, remastering existing monophonic and stereophonic recordings for
multichannel rendering.
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1. INTRODUCTION

Multichannel audio can enhance the sense of immersion for
a group of listeners by reproducing the sounds that would
originate from several directions around the listeners, thus
simulating the way we perceive sound in a real acoustical
space. On the other hand, multichannel audio is one of the
most demanding media types in terms of transmission re-
quirements. A novel architecture allowing delivery of un-
compressed multichannel audio over high-bandwidth com-
munications networks was presented in [1]. As suggested
there, for applications in which bandwidth limitations pro-
hibit transmission of multiple audio channels, an alternative
would be to transmit only one or two channels (denoted as
reference channels or recordings in this work, for example,
the left and right signals in a traditional stereo recording)

and reconstruct the remaining channels at the receiving end.
The system proposed in this paper provides a solution for
reconstructing the channels of a specific recording from the
reference channels and is particularly suitable for live con-
cert hall performances. The proposed method is based on in-
formation of the acoustics of a specific concert hall and the
microphone locations with respect to the orchestra; this in-
formation can be extracted from the specific multichannel
recording.

Before proceeding to the description of the method pro-
posed, a brief outline of the basis of our approach is given.
A number of microphones are used to capture several char-
acteristics of the venue, resulting in an equal number of stemn
recordings (or elements). Figure 1 provides an example of how
microphones may be arranged in a recording venue in a mul-
tichannel recording. These recordings are then mixed and
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FIGURE 1: An example of how microphones may be arranged in a
recording venue for a multichannel recording. In the virtual mi-
crophone synthesis algorithm, microphones A and B are the main
reference pair from which the remaining microphone signals can
be derived. Virtual microphones C and D capture the hall rever-
beration, while virtual microphones E and F capture the reflections
from the orchestra stage. Virtual microphone G can be used to cap-
ture individual instruments such as the tympani. These signals can
then be mixed and played back through a multichannel audio sys-
tem that recreates the spatial realism of a large hall.

played back through a multichannel audio system that at-
tempts to recreate the spatial realism of the recording venue.
Our objective is to design a system, based on available stem
recordings, which is able to recreate all of these recordings
from the reference channels at the receiving end (thus, stem
recordings are also referred to as target recordings here). The
result would be a significant reduction in transmission re-
quirements, while enabling mixing at the receiving end. Con-
sequently, such a system would be suitable for completely
resynthesizing any number of channels in the initial record-
ing (i.e., no information about the target recordings needs to
be transmitted other than the conversion parameters). This
is different than what commercial systems accomplish today.
In addition, the system proposed in this paper is a struc-
tured representation of multichannel audio that lends itself
to other possible applications such as multichannel audio
synthesis which is briefly described later in this section. By
examining the acoustical characteristics of the various stem
recordings, the distinction of microphones is made into re-
verberant and spot microphones.

Spot microphones are microphones that are placed close
to the sound source (e.g., G in Figure 1). These microphones
introduce a very challenging situation. Because the source of
sound is not a point source but rather distributed such as
in an orchestra, the recordings of these microphones depend
largely on the instruments that are near the microphone and
not so much on the acoustics of the hall. Synthesizing the
recordings of these microphones, therefore, involves enhanc-
ing certain instruments and diminishing others, which in
most cases overlap both in the time and frequency domains.
The algorithm described here, focusing on this problem, is
based on spectral conversion (SC). The special case of per-
cussive drum-like sounds is separately examined since these

sounds are of impulsive nature and cannot be addressed by
SC methods. These sounds are of particular interest however
since they greatly affect our perception of proximity to the
orchestra.

Reverberant microphones are the microphones placed far
from the sound source, for example, C and D in Figure 1.
These microphones are treated separately as one category be-
cause they mainly capture reverberant information (that can
be reproduced by the surrounded channels in a multichannel
playback system). The recordings captured by these micro-
phones can be synthesized by filtering the reference record-
ings through linear time-invariant (LTI) filters, designed us-
ing the methods that will be described in later sections of this
paper. Existing reverberation methods use a combination of
comb and all-pass filters to effectively add reverberation to
the existing monophonic or stereophonic signal. Our objec-
tive is to estimate the appropriate filters that capture the con-
cert hall acoustical properties from a given set of stem micro-
phone recordings. We describe an algorithm that is based on
a spectral estimation approach and is particularly suitable for
generating such filters for large venues with long reverbera-
tion times. Ideally, the resulting filter implements the spectral
modification induced by the hall acoustics.

We have obtained such stem microphone recordings
from two orchestra halls in the USA by placing microphones
at various locations throughout the hall. By recording a per-
formance with a total of sixteen microphones, we then de-
signed a system that recreates these recordings (thus named
virtual microphone recordings) from the main microphone
pair. It should be noted that the methods proposed here in-
tend to provide a solution for the problem of resynthesiz-
ing existing multichannel recordings from a smaller subset
of these recordings. The problem of completely synthesiz-
ing multichannel recordings from stereophonic (or mono-
phonic) recordings, thus greatly augmenting the listening
experience, is not addressed here. The synthesis problem is
a topic of related research to appear in a future publica-
tion. However, it is important to distinguish the cases where
these two problems (synthesis and resynthesis) differ. For re-
verberant microphones, since the result of our method is
a group of LTI filters, both problems are addressed at the
same time. The filters designed are capable of recreating the
acoustic properties of the venue where the specific recordings
took place. If these filters are applied to an arbitrary (non-
reverberant) recording, the resulting signal will contain the
venue characteristics at the particular microphone location.
In such manner, it is possible to completely synthesize re-
verberant stem recordings and, consequently, a multichannel
recording. On the contrary, this will not be possible for the
stem microphone methods. As it will be clear later, the al-
gorithms described here are based on the specific recordings
that are available. The result is a group of SC functions that
are designed by estimating the unknown parameters based
on training data that are available from the target recordings.
These functions cannot be applied to an arbitrary signal and
produce meaningful results. This is an important issue when
addressing the synthesis problem and will not be the topic of
this paper.
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The remainder of this paper is organized as follows. In
Section 2, the spot microphone resynthesis problem is ad-
dressed. SC methods are described and applied to the prob-
lem in different subbands of the audio signal. The special
case of percussive sounds is also examined. In Section 3, the
reverberant microphone resynthesis problem is examined.
The issue of defining an objective measure of the method
performance arises and is addressed by defining a normal-
ized mutual information (NMI) measure. Finally, a brief
discussion of the results is given in Section4 and possi-
ble directions for future research on the subject are pro-
posed.

2. SPOT MICROPHONE RESYNTHESIS

The methods for spot microphones are geared towards en-
hancing certain instruments in the reference recording. Note
that this problem is different from the source separation
problem that seeks to extract the instrument from a signal
containing multiple instruments, nor do we attempt to es-
timate the room impulse response and thus dereverberate
the signals. Instead, it is an attempt to simulate what a mi-
crophone near a particular instrument would pick up, which
includes mostly a “dry” (nonreverberant) version of the in-
strument and some leakage from nearby instruments. The
instruments close to the target microphone are far more
prominent in the target recording than in the reference
recording. Our objective is to retain the perceptual advan-
tages of the multichannel recording, as a first step towards
addressing the problem. This, in effect, means that our ob-
jective is to enhance the desired voices/instruments in the
reference recording even if the resynthesized signal is not
identical with the desired. We were able, as stated later, to
produce identical responses for the reverberant microphones
case, however the spot microphone case proved to be far
more demanding.

For the spot microphones case, nonstationarity of the au-
dio signals is the focus of this paper; the SC methods attempt
to address this problem. The problem arises from the fact
that the objective of our method is to enhance a particular
instrument in the reference recording. The instrument to be
enhanced has a frequency response that significantly varies
in time, and as a result, a time-invariant filter would not
produce meaningful results. Our methods are based on the
fact that the reference and target responses are highly related
(same performance recorded simultaneously with different
microphones). Based on this observation, the desired trans-
fer function, although constantly varying in time, can be es-
timated, based on the reference recording, with the use of
the SC methods. For the spot microphones case, each target
microphone captures mainly a specific type of instruments
while the reference microphone “weighs” all instruments ap-
proximately equally. This corresponds to the dependence of
the spot microphones on their location with respect to the
orchestra. Although the response of these microphones de-
pends on the acoustics of the hall as well, this dependence is
not considered acoustically significant (for reasons explained

in Section 2.1), and this greatly simplifies the solution. The
methods proposed here result in one conversion function for
each pair of spot and reference microphones (with the refer-
ence microphone remaining the same in all cases) so that all
target waveforms can be resynthesized from only one record-
ing.

2.1. Spectral conversion

Our initial experiments for the spot microphones case, de-
tailed in the next paragraph, motivated us to focus on mod-
ifying the short-term spectral properties of the reference au-
dio signal in order to recreate the desired one. The short-
term spectral properties are extracted by using a short sliding
window with overlapping (resulting in a sequence of signal
segments or frames). Each frame is modeled as an autore-
gressive (AR) filter excited by a residual signal. The AR fil-
ter coefficients are found by means of linear predictive (LP)
analysis [2] and the residual signal is the result of the in-
verse filtering of the audio signal of the current frame by
the AR filter. The LP coefficients are modified in a way to
be described later in this section and the residual is filtered
with the designed AR filter to produce the desired signal of
the current frame. Finally, the desired response is synthe-
sized from the designed frames using overlap-add techniques
(3].

It is interesting to describe one of our initial experiments
that led us to focus on the short-term spectral envelope and,
as a consequence, on the SC methods that are described next.
In this simple experiment, we attempted to synthesize the de-
sired response (in this case the response captured by the mi-
crophone is placed close to the chorus of the orchestra) by
using the reference residual and the cepstral coefficients ob-
tained from the desired response. In other words, we were
interested to test the result of our resynthesis methods in the
ideal case where the desired sequence of cepstral coefficients
was correctly “predicted.” The result was an audio signal
which sounded more reverberant than the desired signal (for
reasons explained later in this section), but extremely simi-
lar in all respects. Thus, deriving an algorithm that correctly
predicts the desired sequence of cepstral coefficients from the
reference cepstral coefficients of the respective frame would
result in a resynthesized signal very close to the desired sig-
nal. The problem as stated is exactly the problem statement
of SC, which aims to design a mapping function from the
reference to the target space, whose parameters remain con-
stant for a particular pair of reference and target sources. The
result will be a significant reduction of information as the tar-
get response can be reconstructed using the reference signal
and this function.

Such a mapping function can be designed by following
the approach of voice conversion algorithms [4, 5, 6]. The
objective of voice conversion is to modify a speech waveform
so that the context remains as it is but appears to be spo-
ken by a specific (target) speaker. Although the application is
completely different, the followed approach is very suitable
for our problem. In voice conversion, pitch and time scal-
ing need to be considered, while in the application examined
here, this is not necessary. This is true since the reference and



Virtual Microphones for Multichannel Audio Resynthesis

971

target waveforms come from the same excitation recorded
with different microphones and the need is not to modify but
to enhance the reference waveform. However, in both cases,
there is the need to modify the short-term spectral properties
of the waveform.

At this point, it is of interest to mention that the SC
methods are useful for modifying the spectral coloration of
the signal, and the target response is resynthesized using the
modified spectral envelope along with the residual derived
from the reference recording. Note that short-term analy-
sis indicates the use of windows in the order of 50 millisec-
onds, which means that the residual (in effect, the model-
ing error) contains the reverberation which cannot be mod-
eled with the short-term spectral envelope. As a result, the
resynthesized response might sound more reverberant than
the target response, depending on how reverberant the ref-
erence response originally is. Our concern, though, is mostly
to enhance a specific instrument within the reference record-
ing, without focusing on dereverberating the signal. In most
cases, this will not be an issue, given that usually the reference
recordings are not highly reverberant.

Assuming that a sequence [xX; - - - X, ] of reference spec-
tral vectors (e.g., line spectral frequencies (LSFs), cepstral co-
efficients, etc.) is given, as well as the corresponding sequence
of target spectral vectors [y1y2 - - - y,] (training data from
the reference and target recordings, respectively), a function
&(+) can be designed which, when applied to vector x, pro-
duces a vector close in some sense to vector yx. Many algo-
rithms have been described for designing this function (see
[4, 5, 6, 7] and the references therein). Here the algorithms
based on vector quantization (VQ) [4] and Gaussian mixture
models (GMM) [5, 6] were implemented and compared.

2.1.1. SCbasedonVQ

Under this approach, the spectral vectors of the reference
and target signals (training data) are vector quantized using
the well-known modified K-means clustering algorithm (see,
e.g., [8] for details). Then, a histogram is created indicating
the correspondences between the reference and target cen-
troids. Finally, the function & is defined as the linear combi-
nation of the target centroids using the designed histogram
as a weighting function. It is important to mention that in
this case the spectral vectors were chosen to be the cepstral
coefficients so that the distance measure used in clustering is
the truncated cepstral distance.

2.1.2. SCbased on GMM

In this case, the assumption made is that the sequence of
spectral vectors X is a realization of a random vector x with
a probability density function (pdf) that can be modeled as a
mixture of M multivariate Gaussian pdfs. GMMs have been
repeatedly used in such manner to model the properties of
audio signals with reasonable success (see, e.g., [9, 10, 11]).
According to GMMs, the pdf of x, g(x), can be written as

M
g(x) = > plw) N (x;p¥, 2%), (1)
i1

where N'(x; g, X) is the normal multivariate distribution with
mean vector g and covariance matrix X, and p(w;) is the prior
probability of class w;. The parameters of the GMM, that is,
the mean vectors, covariance matrices, and priors, can be es-
timated using the expectation maximization (EM) algorithm
[12].

As already mentioned, the function % is designed so that
the spectral vectors yx and & (xx) are close in some sense. In
[5], the function & is designed such that the error

6= S llye - FxolP o)
k=1

is minimized. Since this method is based on least squares es-
timation, it will be denoted as the LSE method. This prob-
lem becomes possible to solve under the constraint that F is
piecewise linear, that is,

M
F(x) = > plwilx) [vi + TEX (i —p?)],  (3)

i=1

where the conditional probability that a given vector xi be-
longs to class w;, p(wilxk), can be computed by applying
Bayes’ theorem:

p(wi) N (s 5, ZF)
S p (@) N (i 5, 25)

plwilxk) = (4)

The unknown parameters (v; and I';, i = 1,..., M) can be
found by minimizing (2) which reduces to solving a typical
least squares equation.

A different solution for function & results when a dif-
ferent function than (2) is minimized [6]. Assuming that x
and y are jointly Gaussian for each class w;, then, in mean-
squared sense, the optimal choice for the function & is

F (x) = E(ylxx)
(5)

[
Mz

plwilxe) [ + 2725 (x — pf) ],
1

where E(-) denotes the expectation operator and the con-
ditional probabilities p(w;|xx) are given again from (4). If
the source and target vectors are concatenated, creating a
new sequence of vectors z; that are the realizations of the
random vector z = [xTyT]T (where T denotes transposi-
tion), then all the required parameters in the above equa-
tions can be found by estimating the GMM parameters of z.

Then,
N B i .|
i P R PO (©)

Once again, these parameters are estimated by the EM al-
gorithm. Since this method estimates the desired function
based on the joint density of x and vy, it will be referred to
as the joint density estimation (JDE) method.
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2.2. Subband processing

Audio signals contain information about a larger bandwidth
than speech signals. The sampling rate for audio signals is
usually 44.1 or 48 kHz compared with 16 kHz for speech.
Moreover, since high acoustical quality for audio is essen-
tial, it is important to consider the entire spectrum in de-
tail. For these reasons, the decision to follow an analysis in
subbands seems natural. Instead of warping the frequency
spectrum using the Bark scale as is usual in speech analysis,
the frequency spectrum was divided in subbands and each
one was treated separately under the analysis presented in
the previous section (the signals were demodulated and dec-
imated after they were passed through the filter banks and
before the linear predictive analysis). Perfect reconstruction
filter banks, based on wavelets [13], provide a solution with
acceptable computational complexity as well as the appropri-
ate, for audio signals, octave frequency division. The choice
of filter bank was not a subject of investigation but steep
transition from passband to stopband is desirable. The rea-
son is that the short-term spectral envelope is modified sep-
arately for each band, thus frequency overlapping between
adjacent subbands would result in a distorted synthesized
signal.

2.3. Residual processing for percussive sounds

The SC methods described earlier will not produce the de-
sired result in all cases. Transient sounds cannot be ade-
quately processed by altering their spectral envelope and
must be examined separately. An example of an analy-
sis/synthesis model that treats transient sounds separately
and is very suitable as an alternative to the subband-based
residual/LP model that we employed is described in [14]. It
is suitable since it also models the audio signal in different
bands, in each one as a sinusoidal/residual model [15, 16].
The sinusoidal parameters can be treated in the same man-
ner as the LP coefficients during SC [17]. We are currently
considering this model for improving the produced sound
quality of our system. However, no structured model is pro-
posed in [14] for transient sounds. In the remainder of this
section, the special case of percussive sounds is addressed.
The case of percussive drum-like sounds is considered
of particular importance. It is usual in multichannel record-
ings to place a microphone close to the tympani as drum-
like sounds are considered perceptually important in recre-
ating the acoustical environment of the recording venue. For
percussive sounds, a similar model to the residual/LP model
described here can be used [18] (see also [19, 20, 21]), but
for the enhancement purposes investigated in this paper, the
emphasis is given to the residual instead of the LP parame-
ters. The idea is to extract the residual of an instance of the
particular percussive instrument from the recording of the
microphone that captures this instrument and then recre-
ate this channel from the reference channel by simply sub-
stituting the residual of all instances of this instrument with
the extracted residual. As explained in [18], this residual cor-
responds to the interaction between the exciter and the res-
onating body of the instrument and lasts until the structure

reaches a steady vibration. This signal characterizes the at-
tack part of the sound and is independent of the frequen-
cies and amplitudes of the harmonics of the produced sound
(after the instrument has reached a steady vibration). Thus,
it can be used for synthesizing different sounds by using an
appropriate all-pole filter. This method proved to be quite
successful and further details are given in Section 2.4. The
drawback of this approach is that a robust algorithm is re-
quired for identifying the particular instrument instances in
the reference recording. A possible improvement of the pro-
posed method would be to extract all instances of the in-
strument from the target response and use some clustering
technique for choosing the residual that is more appropri-
ate in the resynthesis stage. The reason is that the residual/LP
model introduces modeling error which is larger in the spec-
tral valleys of the AR spectrum; thus, better results would be
obtained by using a residual which corresponds to an AR fil-
ter as close as possible to the resynthesis AR filter. However,
this approach would again require robustly identifying all the
instances of the instrument.

2.4. Implementation details

The three SC methods outlined in Section 2.1 were imple-
mented and tested using a multichannel recording, obtained
as described in Section 1. The objective was to recreate the
channel that mainly captured the chorus of the orchestra
(residual processing for percussive sound resynthesis is also
considered at the last paragraph of this section). Acoustically,
therefore, the emphasis was on the male and female voices. At
the same time, it was clear that some instruments, inaudible
in the target recording but particularly audible in the refer-
ence recording, are needed to be attenuated. More generally,
it might hold that a spot microphone might enhance more
than one type of musical sources. Usually, such microphones
are placed with a particular type of instruments in mind,
which is easy to discern by acoustical examination, but, in
general, careful selection of the training data will result in
the desirable result even in complex cases.

A database of about 10 000 spectral vectors for each band
was created so that only parts of the recording where the cho-
rus is present are used, with the choice of spectral vectors
being the cepstral coefficients. Parts of the chorus recording
were selected so that there were no segments of silence in-
cluded. Given that our focus was on modifying the short-
term spectral properties of the reference signal, the analysis
window we used was a 2048 sample window for a 44.1 kHz
sampling rate. This is a typical value often used when the
objective is to alter the short-term spectral properties of au-
dio signals, and was found to produce good sound quality
results in our case as well. Results were evaluated through
informal listening tests and through objective performance
criteria. The SC methods were found to provide promising
enhancement results. The experimental conditions are given
in Table 1. The number of octave bands used was eight, a
choice that gives particular emphasis on the frequency band
0-5kHz and at the same time does not impose excessive
computational demands. The frequency range 0-5kHz is
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particularly important for the specific case of chorus record-
ing resynthesis since this is the frequency range where the
human voice is mostly concentrated. For producing better
results, the entire frequency range 0-20 kHz must be con-
sidered. The order of the LP filter varied depending on the
frequency detail of each band, and for the same reason, the
number of centroids for each band was different.

In Table 2, the average quadratic cepstral distance (aver-
aged over all vectors and all eight bands) is given for each
method, for the training data as well as for the data used for
testing (nine seconds of music from the same recording). The
cepstral distance is normalized with the average quadratic
distance between the reference and the target waveforms (i.e.,
without any conversion of the LP parameters). The improve-
ment is large for both the GMM-based algorithms, with the
LSE algorithm being slightly better, and for both the training
and testing data. The VQ-based algorithm, in contrast, pro-
duced a deterioration in performance which was audible as
well. This can be explained based on the fact that the GMM-
based methods result in a conversion function which is con-
tinuous with respect to the spectral vectors. The VQ-based
method, on the other hand, produces audible artifacts intro-
duced by spectral discontinuities because the conversion is
based on a limited number of existing spectral vectors. This is
the reason why a large number of centroids was used for the
VQ-based algorithm as seen in Table 2 compared with the
number of centroids used for the GMM-based algorithms.
However, the results for the VQ-based algorithm were still
unacceptable from both the objective and subjective perspec-
tives (a higher number of centroids was tested, up to 8 192,
without any significant improvement).

The algorithm described in Section 2.1 considering the
special case of percussive sound resynthesis was tested as well.

20 40 60 80 100 120 140 160 180 200

Time (samples)

(c)

FiGURE 2: Choi-Williams distribution of the desired (a), reference
(b), and synthesized (c) waveforms at the time points during a tym-
pani strike (60-80 samples).

Figure 2 shows the time-frequency evolution of a tympani
instance using the Choi-Williams distribution [22], a dis-
tribution that achieves the high resolution needed in such
cases of impulsive signal nature. Figure 2 clearly demon-
strates the improvement in drum-like sound resynthesis. The
impulsiveness of the signal at around samples 60-80 is ob-
served in the desired response and verified in the synthesized
waveform. The attack part is clearly enhanced, significantly
adding naturalness in the audio signal, as our informal lis-
tening tests clearly demonstrated.

The methods described in this section can be used for
synthesizing recordings of microphones that are placed close
to the orchestra. Of importance in this case were the short-
term spectral properties of the audio signals. Thus, LTT filters
were not suitable and the time-frequency properties of the
waveforms had to be exploited in order to obtain a solution.
In Section 3, we focus on microphones placed far from the
orchestra and thus containing mainly reverberant signals. As
we demonstrate, the desired waveforms can be synthesized
by taking advantage of the long-term spectral properties of
the reference and the desired signals.

3. REVERBERANT MICROPHONE SIGNAL SYNTHESIS

The problem of synthesizing a virtual microphone signal
from a signal recorded at a different position in the room can
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be described as follows. Given two processes s; and s, deter-
mine the optimal filter H that can be applied to s; (the refer-
ence microphone signal) so that the resulting process s, (the
virtual microphone signal) is as close as possible to s;. The
optimality of the resulting filter H is based on how “close”
s is to s,. For the case of audio signals, the distance between
these two processes must be measured in a way that is psy-
choacoustically valid. For microphones placed far from the
orchestra (reverberant microphones), the main factor that
differentiates the target from the reference recording is hall
reverberation; thus, in this case, the transfer function is in-
herently time invariant. This is a typical problem of identi-
fication, however in our case we estimate the room response
based on existing recordings since it would be impractical or
even impossible to measure the hall response for every dif-
ferent recording. At the same time, the nonstationarity of the
audio signals that might prevent us from accurate estimation
of the transfer functions is addressed by the spectral estima-
tion methods explained in Section 3.1. Another important
issue that arises is the fact that the physical system is charac-
terized by a long impulse response. For a typical large sym-
phony hall, the reverberation time is approximately two sec-
onds, which would require a filter of more than 96 000 taps
to describe the reverberation process (for a typical sampling
rate of 48 kHz). This issue consequently affects both the filter
design and the system implementation. While the filter de-
sign problem is appropriately addressed, the resulting filters
are of inevitably high order, prohibiting cost-effective real-
time applications of our methods.

For the reverberant microphones case, the orchestra is
considered as a point source. For all practical purposes, this
is a valid assumption to make. The distant microphones are
not trying to recreate the physical sound field generated by
a complex sound source such as the orchestra. Rather, they
are trying to provide us with a signal that can be com-
bined with signals from other microphones (real and syn-
thesized) using aesthetic (not mathematical) rules for mix-
ing into a multichannel performance. It is well known that
trying to use microphones to capture the physical sound
waves at one point in space is not physically possible and
does not correspond to the way a human listener would
hear/perceive it even if it were. As explained later in this sec-
tion, our listening tests indicate that the assumption made
is a valid one, with the target and resynthesized wave-
forms acoustically indistinguishable (for appropriate filter
orders).

3.1. IR filter design

There are several possible approaches to the problem. One
is to use classical estimation theoretic techniques such as
least squares or Wiener filtering-based algorithms to esti-
mate the hall environment with a long finite-duration im-
pulse response (FIR) or infinite-duration impulse response
(IIR) filter. Adaptive algorithms such as LMS [2] can provide
an acceptable solution in such system identification problems
while least squares methods suffer prohibitive computational
demands. For LMS, the limitation lies in the fact that the

input and the output are nonstationary signals making con-
vergence quite slow. In addition, the required length of the
filter is very large, so such algorithms would prove to be inef-
ficient for this problem. Although it is possible to prewhiten
the input of the adaptive algorithm (see, e.g., [2, 23] and
the references therein) so that convergence is improved,
these algorithms still have not proved to be efficient for this
problem.

An alternative to the aforementioned methods for treat-
ing system identification problems is to use spectral esti-
mation techniques based on the cross spectrum [24]. These
methods are divided into parametric and nonparametric.
Nonparametric methods based on averaging techniques such
as the averaged periodogram (Welch spectral estimate) [25,
26, 27] are considered more appropriate for the case of
long observations and for nonstationary conditions since no
model is assumed for the observed data (a different approach
based on the cross spectrum which, instead of averaging,
solves an overdetermined system of equations can be found
in [28]). After the frequency response of the filter is esti-
mated, an IIR filter can be designed based on that response.
The advantage of this approach is that IIR filters are a more
natural choice of modeling the physical system under con-
sideration and can be expected to be very efficient in approx-
imating the spectral properties of the recording venue. In ad-
dition, an IIR filter would implement the desired frequency
response with a significantly lower order compared with an
FIR filter. Caution must, of course, be taken in order to en-
sure the stability of the filters.

To summarize, if we could define a power spectral den-
sity S5, (w) for signal s; and S;, (w) for signal s,, then it would
be possible to design filter H(w) that can be applied to pro-
cess s; resulting in process s, which is intended to be an
estimate of s,. The filter H(w) can be estimated by means
of spectral estimation techniques. Furthermore, if S, (w) is
modeled by an all-pole approximation |1/A,;|* and S, (w)
similarly as |1/A P2|2, then H = A,1/Ap; if H is restricted to
be the minimum phase spectral factor of |H(w)|?. The result
is a minimum-phase stable IIR filter that can be efficiently
designed. The analysis that follows provides the details for
designing H.

The estimation of H(w) is based on computing the cross
spectrum S5, of signals s, and s; and the autospectrum S;,
of signal s;. It is true that if these signals were stationary,
then

Ss;sl(w) = H(w)ssl(w)- (7)

The difficulties arising in the design of filter H are due to
the nonstationary nature of audio signals. This issue can be
partly addressed if the signals are divided into segments short
enough to be considered of approximately stationary nature.
It must be noted, however, that these segments must be large
enough so that they can be considered long compared with
the length of the impulse response that must be estimated in
order to avoid edge effects (as explained in [29], where a sim-
ilar procedure is followed for the case of blind deconvolution
for audio signal restoration).
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For interval i, composed of M (real) samples sii)(O),

...,s(li)(M — 1), the empirical transfer function estimate
(ETFE) [24] is computed as

(i)
A () = Sé)(w)) (8)
§1' (w)
where
) M-1 _
S (w) = 3 s (m)e o (9)
n=0

is the Fourier transform of the segment samples, though this
cannot be considered an accurate estimate of H(w), since the
filter H)(w) will be valid only for frequencies corresponding
to the harmonics of segment i (under the valid assumption of
quasiperiodic nature of the audio signal for each segment).
An intuitive procedure would be to obtain the estimate of
the spectral properties of the recording venue H(w) by av-
eraging all the estimates available. Since the ETFE is the re-
sult of frequency division, it is apparent that in frequencies
where S;, (w) is close to zero, the ETFE would become unsta-
ble, so a more robust procedure would be to estimate H using
a weighted average of the K segments available [24], that is,

S B (w)HD (w)

H(w) = 10
TS W) "o
A sensible choice of weights would be
. i 2
B w) = [s(w)|". (11)

It can be easily shown that estimating H under this ap-
proach is equivalent to estimating the autospectrum of s; and
the cross spectrum of s, and s; using the Cooley-Tukey spec-
tral estimate [26] (in essence, Welch spectral estimation with
rectangular windowing of the data and no overlapping). In
other words, defining the power spectrum estimate under the
Cooley-Tukey procedure as

2
>

cr LS 40
ST (@) = 2 > |8 (@) (12)
i=0

where S(w) is defined as previously, and a similar expression
for the cross spectrum

K-1
1 i i
SEh (@) = 2 387 (@S (@), (13)
i=0
it holds that
. S¢T (w)
H) = et (0) (o

which is analogous to (7). Thus, for a stationary signal, the
averaging of the estimated filters is justifiable. A window can
additionally be used to further smooth the spectra.

The described method is meaningful for the special case
of audio signals despite their nonstationarity. It is well known
that the averaged periodogram provides a smoothed version
of the periodogram. Considering that it is true even for non-
stationary (but of finite length) signals that

S (0)S (@) = H(w) | Si(w) ], (15)

then averaging in essence smoothes the frequency response
of H. This is justifiable since it is true that a nonsmoothed
H will contain details that are of no acoustical significance.
Further smoothing can yield a lower-order IIR filter by tak-
ing advantage of AR modeling. Considering signal s, the in-
verse Fourier transform of its power spectrum S;, (w), derived
as described earlier, will yield the sequence 7y, (m). If this se-
quence is viewed as the autocorrelation of s; and the samples
75,(0),..., 1, (p + 1) are inserted in the Wiener-Hopf equa-
tions for linear prediction (with the AR order p being signif-
icantly smaller than the number of samples of each block M
for smoothing the spectra):

r5,(0) rs, (1) - rg(p =17 [ap(1)
rs, (1) 15, (0) - re(p—2) Llp1(2)
ra(p—=1) ro(p—=2) ---  1,(0) api(p) (16)
rS](l)
1, (2)
rslip)

then the coefficients a,(i) result in an approximation of
Ss, (w) (omitting the constant gain term which is not of im-
portance in this case):

2

S5 (w) = Im , (17)
where
P
Api(w) =1+ Z apl(l)e_j“’l. (18)

I=1

A similar expression holds for S;, (w). The spectra S;, and S;,
can be computed as in (12). Using the fact that

Sy (@) = |H(w)|*Ss (w) (19)

and restricting H to be minimum phase, we find from the
spectral factorization of (19) that a solution for H is

(20)

Filter H can be designed very efficiently even for very large
filter orders following this method since (16) can be solved
using the Levinson-Durbin recursion. This filter will be IIR
and stable.
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A problem with the aforementioned design method is
that the filter H is restricted to be of minimum phase. It is
of interest to mention that in our experiments the minimum
phase assumption proved to be perceptually acceptable. This
can be possibly attributed to the fact that if the minimum
phase filter H captures a significant part of the hall reverber-
ation, then the listener’s ear will be less sensitive to the phase
distortion [30]. It is not possible, however, to generalize this
observation and the performance of this last step in the filter
design will possibly vary depending on the particular charac-
teristics of the venue captured in the multichannel recording.

3.2. Mutual information as a spectral
distortion measure

As previously mentioned, we need to apply the above proce-
dure in blocks of data of the two processes s; and s. In our
experiments, we chose signal block lengths of 100 000 sam-
ples (long blocks of data are required due to the long of re-
verberation time of the hall as explained earlier). We then
experimented with various orders of filters A, and Ap,. As
expected, relatively high orders were required to reproduce
sy from s, with an acceptable error between s, (the resyn-
thesized process) and s, (the target recording). The perfor-
mance was assessed through blind A/B/X listening evalua-
tion. An order of 10 000 coefficients for both the numerator
and denominator of H resulted in an error between the orig-
inal and synthesized signals that was not detectable by listen-
ers. We also evaluated the performance of the filter by syn-
thesizing blocks from a part of the signal other than the one
that was used for designing the filter. Again, the A/B/X eval-
uation showed that for orders higher than 10000, the syn-
thesized signal was indistinguishable from the original. Al-
though such high-order filters are impractical for real-time
applications, the performance of our method is an indica-
tion that the model is valid, therefore motivating us to fur-
ther investigate filter optimization. This method can be used
for offline applications such as remastering old recordings
and requiring a reasonable amount of time for resynthesis
that depends on the specific platform and implementation. A
real-time version was also implemented using the Lake DSP
Huron digital audio convolution workstation. With this sys-
tem, we are able to synthesize 12 virtual microphone stem
recordings from a monophonic or stereophonic compact disc
(CD) in real time. It is interesting to mention that our in-
formal listening tests showed that for filter orders of 5000
or less, the amount of reverberation perceived in the sig-
nal is not sufficient. This is not surprising, given the phys-
ical size (150" in length) and reverberation characteristics
(1.9 seconds) of the hall in which we conducted our exper-
iments.

To obtain an objective measure of the performance, it is
necessary to derive a mathematical measure of the distance
between the synthesized and the original processes. The dif-
ficulty in defining such a measure is that it must also be
psychoacoustically valid. This problem has been addressed
in speech processing where measures such as the log spec-
tral distance and the Itakura-Saito distance are used [31]. In
our case, we need to compare the spectral characteristics of

_10 ]
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FIGURE 3: Normalized error between original and synthesized mi-
crophone signals as a function of frequency.

long sequences with spectra that contain a large number of
peaks and dips that are narrow enough to be imperceptible
to the human ear. In other words, the focus is on the long-
term spectral properties of the audio signals, while spectral
distortion measures have been developed for comparing the
short-term spectral properties of signals. To overcome com-
parison inaccuracies that would be mathematical rather than
psychoacoustical in nature, we chose to perform 1/3 octave
smoothing [32] and compare the resulting smoothed spec-
tral cues. The results are shown in Figure 3 in which we com-
pare the spectra of the original (measured) microphone sig-
nal and the synthesized signal. The two spectra are practi-
cally indistinguishable below 10 kHz. Although the error in-
creases at higher frequencies, the listening evaluations show
that this is not perceptually significant. One problem that was
encountered while comparing the 1/3 octave smoothed spec-
tra was the fact that the average error was not reduced with
increasing filter order as rapidly as the results of the listen-
ing tests suggested. To address this inconsistency, we experi-
mented with various distortion measures.

These measures included the root mean square (RMS)
log spectral distance, the truncated cepstral distance, and the
Itakura distance (for a description of all these measures, see,
e.g., [8]). The results, however, were still not inline with what
the listening evaluations indicated. This led us to a measure
that is commonly used in pattern comparison and is known
as the mutual information (see, e.g., [33]). By definition, the
mutual information of two random variables X and Y with
joint pdf p(x, y) and marginal pdfs p(x) and p(y) is the rel-
ative entropy between the joint distribution and the product
distribution, that is,

p(x,y)
;Y) = - y)log o222
I(X;Y) g%%yp(xy) %8 920) (21)

It is easy to prove that

I(X;Y) = H(X) - H(X|Y) = H(Y) - H(Y|X)  (22)
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and also
IX;Y)=HX)+H(Y)-H(X,Y), (23)

where H(X) is the entropy of X,

H(X) = = >, p(x)log p(x). (24)

xe¥

Similarly, H(Y) is the entropy of Y. The term H(X|Y) is the
conditional entropy defined as

HX|Y)= > p(y)HXIY = y)

yeY
(25)
== > p(y) > plxly)logp(xly)
yeY xeX

while H(X, Y) is the joint entropy defined as

HX,Y)=-> > plxy)logp(x y). (26)

xeX yey

The mutual information is always positive. Since our interest
is in comparing two vectors X and Y with Y being the desired
response, it is useful to use a modified definition for the mu-
tual information, the NMI Iy (X; Y), which can be defined as

o HY)-H(YIX) I(XY)
INX;Y) = H(Y) = HY) (27)

This version of the mutual information is mentioned in [33,
page 47] and has been applied in many applications as an op-
timization measure (e.g., radar remote sensing applications
[34]). Obviously,

0=<In(X;Y) =1 (28)

The NMI obtains its minimum value when X and Y are sta-
tistically independent and its maximum value when X = Y.
The NMI does not constitute a metric since it lacks symme-
try. On the other hand, the NMI is invariant to amplitude
differences [35], which is a very important property, espe-
cially for comparing audio waveforms.

The spectra of the original and the synthesized responses
were compared using the NMI for various filter orders and
the results are depicted in Figure 4. The NMI increases
with filter order both when considering the raw spectra and
when using the spectra that were smoothed using AR model-
ing (spectral envelope by all-pole modeling with linear pre-
dictive coefficients). We believe that the calculated NMI us-
ing the smoothed spectra is the measure that closely approx-
imates the results we achieved from the listening tests. As can
be seen from the figure, the NMI for a filter order of 20 000
is 0.9386 (i.e., close to unity which corresponds to indistin-
guishable similarity) for the LP spectra while the NMI for the
same order but for the raw spectra is 0.5124. Furthermore,
the fact that both the raw and smoothed NMI measures in-
crease monotonically in the same fashion indicates that the
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FIGURE 4: NMI between original and synthesized microphone sig-
nals as a function of filter order.

smoothing is valid since it only reduces the “distance” be-
tween the two waveforms in a proportionate way for all the
synthesized waveforms (order 0 in the diagram corresponds
to no filtering; it is the distance between the original and the
reference waveforms).

4. CONCLUSIONS AND FUTURE RESEARCH

Multichannel audio resynthesis is a new and important ap-
plication that allows transmission of only one or two chan-
nels of multichannel audio and resynthesis of the remaining
channels at the receiving end. It offers the advantage that the
stem microphone recordings can be resynthesized at the re-
ceiving end, which makes this system suitable for many pro-
fessional applications and, at the same time, poses no re-
strictions on the number of channels of the initial multi-
channel recording. The distinction was made of the meth-
ods employed, depending on the location of the “virtual”
microphones, namely, spot and reverberant microphones.
Reverberant microphones are those that are placed at some
distance from the sound source (e.g., the orchestra) and
therefore, contain more reverberation. On the other hand,
spot microphones are located close to individual sources
(e.g., near a particular musical instrument). This is a com-
pletely different problem because placing such microphones
near individual sources with varying spectral characteris-
tics results in signals whose frequency content will de-
pend highly on the microphone positions. For spot micro-
phones, we only considered their space dependence with re-
spect to the orchestra and did not consider their depen-
dence on hall acoustics. This allowed us to design time-
varying filters (one for each spot microphone recording)
that can enhance particular instrument types in the refer-
ence recording based on training datasets. For reverberant
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microphones, we only considered their dependence with re-
spect to hall acoustics and did not consider the orchestra as a
distributed source. This allowed us to design time-invariant
filters (one for each reverberant microphone recording) that
can add the reverberation effect in the reference record-
ing, simulating the particular concert hall acoustic proper-
ties.

Spot microphones were treated separately by applying
spectral conversion techniques for altering the short-term
spectral properties of the reference audio signals. Some
of the SC algorithms that have been used successfully for
voice conversion can be adopted for the task of multichan-
nel audio resynthesis quite favorably. In particular, three
of the most common SC methods have been compared
and our objective results, in accordance with our infor-
mal listening tests, have indicated that GMM-based spec-
tral conversion can produce extremely successful results.
Residual signal enhancement was also found to be essen-
tial for the special case of percussive sound resynthesis.
Our current research has focused on audio quality improve-
ment for the methods proposed here, by using alternative
models for the short-term spectral properties of the au-
dio signals. Other possible directions for future research in-
clude conducting formal listening tests, as well as extend-
ing the methods described here towards remastering ex-
isting monophonic and stereophonic recordings for mul-
tichannel rendering (the synthesis problem). Our experi-
ments so far were conducted mostly with the chorus micro-
phone case in mind. We also examined a special case of tran-
sient sounds, namely, percussive drum-like sounds, which
are considered perceptually significant. Other types of tran-
sient sounds as well as various instrument types should be
considered, possibly resulting in improved or novel algo-
rithms.

For the reverberant microphone recordings, we have de-
scribed a method for synthesizing the desired audio signals,
based on spectral estimation techniques. The emphasis in
this case is on the long-term spectral properties of the sig-
nals since the reverberation process is considered to be long
in duration (e.g., two seconds for large concert halls). An
IR filtering solution was proposed for addressing the long
reverberation-time problem, with associated long impulse
responses for the filters to be designed. The issue of objec-
tively estimating the performance of our methods arose and
was treated by proposing the NMI as a measure of spec-
tral distance that was found to be very suitable for com-
paring the long-term spectral properties of audio signals.
The designed IIR filters are currently not suitable for real-
time applications. We are investigating other possible alter-
natives for the filter design that will result in more practical
solutions.
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