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This paper presents a source/resonator model of hammer-string interaction that produces realistic piano sound. The source is
generated using a subtractive signal model. Digital waveguides are used to simulate the propagation of waves in the resonator.
This hybrid model allows resynthesis of the vibration measured on an experimental setup. In particular, the nonlinear behavior
of the hammer-string interaction is taken into account in the source model and is well reproduced. The behavior of the model
parameters (the resonant part and the excitation part) is studied with respect to the velocities and the notes played. This model
exhibits physically and perceptually related parameters, allowing easy control of the sound produced. This research is an essential
step in the design of a complete piano model.
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1. INTRODUCTION

This paper is a contribution to the design of a com-
plete piano-synthesis model. (Sound examples obtained us-
ing the method described in this paper can be found
at www.lma.cnrs-mrs.fr/∼kronland/JASP/sounds.html.) It is
the result of several attempts [1, 2], eventually leading to a
stable and robust methodology. We address here the model-
ing for synthesis of a key aspect of piano tones: the hammer-
string interaction. This model will ultimately need to be
linked to a soundboard model to accurately simulate piano
sounds.

The design of a synthesis model is strongly linked to the
specificity of the sounds to be produced and to the expected
use of the model. This work was done in the framework
of the analysis-synthesis of musical sounds; we seek both
reconstructing a given piano sound and using the synthe-
sis model in a musical context. The perfect reconstruction
of given sounds is a strong constraint: the synthesis model
must be designed so that the parameters can be extracted

from the analysis of natural sounds. In addition, the playing
of the synthesis model requires a good relationship between
the physics of the instrument, the synthesis parameters, and
the generated sounds. This relationship is crucial to having
a good interaction between the “digital instrument” and the
player, and it will constitute the most important aspects our
piano model has to deal with.

Music based on the so-called “sound objects”—like
electro-acoustic music or “musique concrète”—lies on syn-
thesis models allowing subtle and natural transformations
of the sounds. The notion of natural transformation of
sounds consists here in transforming them so that they cor-
respond to a physical modification of the instrument. As
a consequence, such sound transformations calls for the
model to include physical descriptions of the instrument.
Nevertheless, the physics of musical instruments is some-
times too complicated to be exhaustively taken into ac-
count, or not modeled well enough to lead to satisfactory
sounds. This is the case of the piano, for which hundreds
of mechanical components are connected [3], and for which
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the hammer-string interaction still poses physical modeling
problems.

To take into account the necessary simplifications made
in the physical description of the piano sounds, we have used
hybrid models that are obtained by combining physical and
signal synthesis models [4, 5]. The physical model simulates
the physical behavior of the instrument whereas the signal
model seeks to recreate the perceptual effect produced by the
instrument. The hybrid model provides a perceptually plau-
sible resynthesis of a sound as well as intimate manipulations
in a physically and perceptually relevant way. Here, we have
used a physical model to simulate the linear string vibration,
and a physically informed signal model to simulate the non-
linear interaction between the string and the hammer.

An important problem linked to hybrid models is the
coupling of the physical and the signal models. To use a
source-resonator model, the source and the resonator must
be uncoupled. Yet, this is not the case for the piano since the
hammer interacts with the strings during 2 to 5 milliseconds
[6, 7]. A significant part of the piano sound characteristics is
due to this interaction. Even though this observation is true
from a physical point of view, this short interaction period
is not in itself of great importance from a perceptual point
of view. The attack is constituted of two parts due to two vi-
brating ways [8]: one percussive, a result of the impact of the
key on the frame, and another that starts when the hammer
strikes the strings. Schaeffer [9] showed that cutting the first
milliseconds of a piano sound (for a bass note, for which the
impact of the key on the frame is less perceptible) does not
alter the perception of the sound. We have informally carried
out such an experiment by listening to various piano sounds
cleared of their attack. We found that, from a perceptual
point of view, when the noise due to the impact of the key on
the frame is not too great (compared to the vibrating energy
provided by the string), the hammer-string interaction is not
audible in itself. Nevertheless, this interaction undoubtedly
plays an important role as an initial condition for the string
motion. This is a substantial point justifying the dissociation
of the string model and the source model in the design of
our synthesis model. Thus, the resulting model consists in
what is commonly called a “source-resonant” system (as il-
lustrated in Figure 1). Note that the model still makes sense
for high-frequency notes, for which the impact noise is of im-
portance. Actually, the hammer-string interaction only lasts a
couple of milliseconds, while the impact sound consists of an
additional sound, which can be simulated using predesigned
samples. Since waves are still running in the resonator after
the release of the key, repeated keystroke is naturally taken
into account by the model.

Laroche and Meillier [10] used such a source-resonator
technique for the synthesis of piano sound. They showed
that realistic piano tones can be produced using IIR filters to
model the resonator and common excitation signals for sev-
eral notes. Their simple resonator model, however, yielded
excitation signals too long (from 4 to 5 seconds) to accu-
rately reproduce the piano sound.Moreover, that model took
into account neither the coupling between strings nor the de-
pendence of the excitation on the velocity and octave vari-
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Figure 1: Hybrid model of piano sound synthesis.

ations. Smith proposed efficient resonators [11] by using
the so-called digital waveguide. This approach simulates the
physics of the propagating waves in the string. Moreover, the
waveguide parameters are naturally correlated to the phys-
ical parameters, making for easy control. Borin and Bank
[12, 13] used this approach to design a synthesis model of pi-
ano tones based on physical considerations by coupling dig-
ital waveguides and a “force generator” simulating the ham-
mer impact. The commuted synthesis concept [14, 15, 16]
uses the linearity of the digital waveguide to commute and
combine elements. Then, for the piano, a hybrid model was
proposed, combining digital waveguide, a phenomenologi-
cal hammer model, and a time-varying filtering that simu-
lates the soundboard behavior. Our model is an extension of
these previous works, to which we added a strong constraint
of resynthesis capability. Here, the resonator was modeled
using a physically related model, the digital waveguide; and
the source—destined to generate the initial condition for the
string motion—was modeled using a signal-based nonlinear
model.

The advantages of such a hybrid model are numerous:

(i) it is simple enough so that the parameters can be accu-
rately estimated from the analysis of real sound,

(ii) it takes into account the most relevant physical char-
acteristics of the piano strings (including coupling be-
tween strings) and it permits the playing to be con-
trolled (the velocity of the hammer),

(iii) it simulates the perceptual effect due to the nonlin-
ear behavior of the hammer-string interaction, and it
allows sounds transformation with both physical and
perceptual approaches.

Even though the model we propose is not computationally
costly, we address here its design and its calibration rather
than its real time implementation. Hence, the calculus and
reasoning are done in the frequency domain. The time do-
main implementation should give rise to a companion arti-
cle.

2. THE RESONATORMODEL

Several physical models of transverse wave propagation on a
struck string have been published in the literature [17, 18, 19,
20]. The string is generally modeled using a one-dimensional
wave equation. The specific features of the piano string that
are important in wave propagation (dispersion due to the
stiffness of the string and frequency-dependent losses) are
further incorporated through several perturbation terms. To
account for the hammer-string interaction, this equation is
then coupled to a nonlinear force term, leading to a sys-
tem of equations for which an analytical solution cannot be
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exhibited. Since the string vibration is transmitted only to
the radiating soundboard at the bridge level, it is not use-
ful to numerically calculate the entire spatial motion of the
string. The digital waveguide technique [11] provides an ef-
ficient way of simulating the vibration at the bridge level of
the string, when struck at a given location by the hammer.
Moreover, the parameters of such a model can be estimated
from the analysis of real sounds [21].

2.1. The physics of vibrating strings

We present here themain features of the physical modeling of
piano strings. Consider the propagation of transverse waves
in a stiff damped string governed by the motion equation
[21]
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where y is the transverse displacement, c the wave speed,
κ the stiffness coefficient, b1 and b2 the loss parameters.
Frequency-dependent loss is introduced via mixed time-
space derivative terms (see [21, 22] for more details). We ap-
ply fixed boundary conditions
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where L is the length of the string. After the hammer-string
contact, the force P is equal to zero and this system can be
solved. An analytical solution can be expressed as a sum of
exponentially damped sinusoids:

y(x, t) =
∞∑
n=1

an(x)e−αnteiωnt, (3)

where an is the amplitude, αn is the damping coefficient, and
ωn is the frequency of the nth partial. Due to the stiffness, the
waves are dispersed and the partial frequencies, which are not
perfectly harmonic, are given by [23]

ωn = 2πnω0

√
1 + Bn2, (4)

where ω0 is the fundamental radial frequency of the string
without stiffness, and B is the inharmonicity coefficient [23].
The losses are frequency dependent and expressed by [21]

αn = −b1 − b2
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The spectral content of the piano sound, and ofmostmu-
sical instruments, is modified with respect to the dynamics.
For the piano, this nonlinear behavior consists of an increase
of the brightness of the sound and it is linked mainly to the
hammer-string contact (the nonlinear nature of the gener-
ation of longitudinal waves also participates in the increase
of brightness; we do not take this phenomena into account
since we are interested only in transversal waves). The stiff-

E(ω) D(ω) F(ω) S(ω)

G(ω)

Figure 2: Elementary digital waveguide (named G).

ness of the hammer felt increases with the impact velocity. In
the next paragraph, we show how the waveguide model pa-
rameters are related to the amplitudes, damping coefficients,
and frequencies of each partial.

2.2. Digital waveguidemodeling

2.2.1. The single string case: elementary digital
waveguide

Tomodel wave propagation in a piano string, we use a digital
waveguide model [11]. In the single string case, the elemen-
tary digital waveguide model (named G) we used consists of
a single loop system (Figure 2) including

(i) a delay line (a pure delay filter named D) simulating
the time the waves take to travel back and forth in the
medium,

(ii) a filter (named F) taking into account the dissipation
and dispersion phenomena, together with the bound-
ary conditions. The modulus of F is then related to the
damping of the partials and the phase to inharmonic-
ity in the string,

(iii) an input E corresponding to the frequency-dependent
energy transferred to the string by the hammer,

(iv) an output S representing the vibrating signal measured
at an extremity of the string (at the bridge level).

The output of the digital waveguide driven by a delta
function can be expanded as a sum of exponentially damped
sinusoids. The output thus coincides with the solution of the
motion equation of transverse waves in a stiff damped string
for a source term given by a delta function force. As shown in
[21, 24], the modulus and phase of F are related to the damp-
ing and the frequencies of the partials by the expressions

∣∣F(ωn
)∣∣ = eαnD,

arg
(
F
(
ωn
)) = ωnD − 2nπ,

(6)

with ωn and αn given by (4) and (5).
After some calculations (see [21]), we obtain the expres-

sions of the modulus and the phase of the loop filter in terms
of the physical parameters:
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with
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√
1 +
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ω2
0

(9)

in terms of the inharmonicity coefficient B [23].

2.2.2. Themultiple strings case: coupled digital
waveguides

In the middle and the treble range of the piano, there are
two or three strings for each note in order to increase the ef-
ficiency of the energy transmission towards the bridge. The
vibration produced by this coupled system is not the super-
position of the vibrations produced by each string. It is the
result of a complex coupling between the modes of vibra-
tion of these strings [25]. This coupling leads to phenomena
like beats and double decays on the amplitude of the par-
tials, which constitute one of the most important features of
the piano sound. Beats are used by professionals to precisely
tune the doublets or triplets of strings. To resynthesize the vi-
bration of several strings at the bridge level, we use coupled
digital waveguides. Smith [14] proposed a coupling model
with two elementary waveguides. He assumed that the two
strings were coupled to the same termination, and that the
losses were lumped to the bridge impedance. This technique
leads to a simple model necessitating only one loss filter. But
the decay times and the coupling of the modes are not in-
dependent. Välimäki et al. [26] proposed another approach
that couples two digital waveguides through real gain ampli-
fiers. In that case, the coupling is the same for each partial,
and the time behavior of the partials is similar. For synthesis
purpose, Bank [27] showed that perceptually plausible beat-
ing sound can be obtained by adding only a few resonators
in parallel.

We have designed two models, a two- and a three-
coupled digital waveguides, which are an extension of
Välimäki et al.’s approach. They consist in separating the time
behavior of the components by using complex-valued and
frequency-dependent linear filters to couple the waveguides.
The three-coupled digital waveguide is shown on Figure 3.
The two models accurately simulate the energy transfer be-
tween the strings (see Section 2.4.3). A related method [28]
(with an example of piano coupling) has been recently avail-
able in the context of digital waveguide networks.

Each string is modeled using an elementary digital wave-
guide (named G1, G2, G3; each loop filter and delays are
named F1, F2, F3, and D1, D2, D3 respectively). The coupled
model is then obtained by connecting the output of each el-
ementary waveguide to the input of the others through cou-
pling filters. The coupling filters simulate the wave propa-
gation along the bridge and are thus correlated to the dis-
tance between the strings. In the case of a doublet of strings,
the two coupling filters (named C) are identical. In the case
of a triplet of strings, the coupling filters of adjacent strings
(named Ca) are equal but differ from the coupling filters of
the extreme strings (named Ce). The excitation signal is as-
sumed to be the same for each elementary waveguide since
we suppose the hammer strikes the strings in a similar way.

Ce

Ca Ca

E(ω)

Ce(ω)

Ce(ω)

Ca(ω)

Ca(ω)

Ca(ω)

Ca(ω)

G1(ω)

G2(ω)

G3(ω)

S(ω)

Figure 3: The three-coupled digital waveguide (bottom) and the
corresponding physical system at the bridge level (top).

To ensure the stability of the different models, one has to
respect specific relations. First the modulus of the loop filters
must be inferior to 1. Second, for coupled digital waveguides,
the following relations must be verified:

|C|
√∣∣G1

∣∣∣∣G2
∣∣ < 1 (10)

in the case of two-coupled waveguides, and

∣∣G1G2C
2
a +G1G3C

2
e +G2G3C

2
a + 2G1G2G3C

2
aCe

∣∣ < 1 (11)

in the case of three-coupled waveguides. Assuming that those
relations are verified, the models are stable.

This work takes place in the general analysis-synthesis
framework, meaning that the objective is not only to simu-
late sounds, but also to reconstruct a given sound. Themodel
must therefore be calibrated carefully. In the next section is
presented the inverse problem allowing the waveguide pa-
rameters to be calculated from experimental data. We then
describe the experiment and the measurements for one-,
two- and three-coupled strings. We then show the validity
and the accuracy of the analysis-synthesis process by com-
paring synthetic and original signals. Finally, the behavior of
the signal of the real piano is verified.
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2.3. The inverse problem

We address here the estimation of the parameters of each el-
ementary waveguide as well as the coupling filters from the
analysis of a single signal (measured at the bridge level). For
this, we assume that in the case of three-coupled strings the
signal is composed of a sum of three exponentially decay-
ing sinusoids for each partial (and respectively one and two
exponentially decaying sinusoids in the case of one and two
strings). The estimationmethod is a generalization of the one
described in [29] for one and two strings. It can be summa-
rized as follows: start by isolating each triplet of themeasured
signal through bandpass filtering (a truncated Gaussian win-
dow); then use the Hilbert transform to get the correspond-
ing analytic signal and obtain the average frequency of the
component by derivating the phase of this analytic signal; fi-
nally, extract from each triplet the three amplitudes, damping
coefficients, and frequencies of each partial by a parametric
method (Steiglitz-McBride method [30]).

The second part of the process is described in detail in the
appendix. In brief, we identify the Fourier transform of the
sum of the three exponentially damped sinusoids (the mea-
sured signal) with the transfer function of the digital wave-
guide (the model output). This identification leads to a lin-
ear system that admits an analytical solution in the case of
one or two strings. In the case of three coupled strings, the
solution can be found only numerically. The process gives an
estimation of the modulus and of the phase of each filter near
the resonance peaks as a function of the amplitudes, damp-
ing coefficients, and frequencies. Once the resonator model
is known, we extract the excitation signal by a deconvolution
process with respect to the waveguide transfer function. Since
the transfer function has been identified near the resonant
peaks, the excitation is also estimated at discrete frequency
values corresponding to the partial frequencies. This excita-
tion corresponds to the signal that has to be injected into the
resonator to resynthesize the actual sound.

2.4. Analysis of experimental data and validation
of the resonatormodel

We describe here first an experimental setup allowing the
measurement of the vibration of one, two, or three strings
struck by a hammer for different velocities. Then we show
how to estimate the resonator parameters from those mea-
surements, and finally, we compare original and synthesized
signals. This experimental setup is an essential step that vali-
dates the estimationmethod. Actually, estimating the param-
eters of one-, two-, or three-coupled digital waveguides from
only one signal is not a trivial process. Moreover, in a real pi-
ano, many physical phenomena are not taken into account in
the model presented in the previous section. It is then neces-
sary to verify the validity of the model on a laboratory exper-
iment before applying the method to the piano case.

2.4.1. Experimental setup

On the top of a massive concrete support, we have attached
a piece of a bridge taken from a real piano. On the other
extremity of the structure, we have attached an agraffe on

0.7

0.8

0.9

1

1.1

4

3

2
1 1000

2000
3000Velocity (m/s)

Frequ
ency (

Hz)

Modulus

Figure 4: Amplitude of filter F as a function of the frequency and
of hammer velocity.

a hardwood support. The strings are tightened between the
bridge and the agraffe and tuned manually. It is clear that
the strings are not totally uncoupled to their support. Nev-
ertheless, this experiment has been used to record signals
of struck strings, in order to validate the synthesis models,
and was it entirely satisfactory for this purpose. One, two, or
three strings are struck with a hammer linked to an electron-
ically piloted key. By imposing different voltages to the sys-
tem, one can control the hammer velocity in a reproducible
way. The precise velocity is measured immediately after es-
capement by using an optic sensor (MTI 2000, probe module
2125H) pointing to the side of the head of the hammer. The
vibration at the bridge level is measured by an accelerome-
ter (B&K 4374). The signals are directly recorded on digital
audio tape. Acceleration signals correspond to hammer ve-
locities between 0.8m.s−1 and 5.7m.s−1.

2.4.2. Filter estimation

From the signals collected on the experimental setup, a set
of data was extracted. For each hammer velocity, the wave-
guide filters and the corresponding excitation signals were
estimated using the techniques described above. The filters
were studied in the frequency domain; it is not the purpose
of this paper to describe the method for the time domain and
to fit the transfer function using IIR or FIR filters.

Figure 4 shows the modulus of the filter response F for
the first twenty-five partials in the case of tones produced
by a single string. Here the hammer velocity varies from
0.7m.s−1 to 4m.s−1. One notices that the modulus of the
waveguide filters is similar for all hammer velocities. The res-
onator represents the strings that do not change during the
experiment. If the estimated resonator remains the same for
different hammer velocities, all the nonlinear behavior due
to the dynamic has been taken into account in the excitation
part. The resonator and the source are well separated. This
result validates our approach based on a source-resonator
separation. For high frequency partials, however, the filter
modulus decreased slightly as a function of the hammer ve-
locity. This nonlinear behavior is not directly linked to the
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Figure 5: Amplitude of filter F2 (three-coupled waveguide model)
as a function of the frequency and of hammer velocity.

hammer-string contact. It is mainly due to nonlinear phe-
nomena involved in the wave propagation. At large ampli-
tude motion, the tension modulation introduces greater in-
ternal losses (this effect is even more pronounced in plucked
strings than in struck strings).

The filter modulus slowly decreases (as a function of fre-
quency) from a value close to 1. Since the higher partials are
more damped than the lower ones, the amplitude of the filter
decreases as the frequency increases. The value of the filter
modulus (close to 1) suggests that the losses are weak. This
is true for the piano string and is even more obvious on this
experimental setup, since the lack of a soundboard limits the
acoustic field radiation. More losses are expected in the real
piano.

We now consider the multiple strings case. From a phys-
ical point of view, the behavior of the filters F1, F2, and F3
(which characterize the intrinsic losses) of the coupled digi-
tal waveguides should be similar to the behavior of the filter
F for a single string, since the strings are supposed identical.
This is verified except for high-frequency partials. This be-
havior is shown on Figure 5 for filter F2 of the three-coupled
waveguide model. Some artifacts pollute the drawing at high
frequencies. The poor signal/noise ratio at high frequency
(above 2000Hz) and low velocity introduce error terms in
the analysis process, leading to mistakes on the amplitudes of
the loop filters (for instance, a very small value of the modu-
lus of one loop filter may be compensated by a value greater
than one for another loop filter; the stability of the coupled
waveguide is then preserved). Nevertheless, this does not al-
ter the synthetic sound since the corresponding partials (high
frequency) are weak and of short duration.

The phase is also of great importance since it is related
to the group delay of the signal and consequently directly
linked to the frequency of the partials. The phase is a non-
linear function of the frequency (see (8)). It is constant with
the hammer velocity (see Figure 6) since the frequencies of
the partials are always the same (linearity of the wave propa-
gation).
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Figure 6: Phase of filter F as a function of the frequency and ham-
mer velocity.
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The coupling filters simulate the energy transfer between
the strings and are frequency dependent. Figure 7 represents
one of these coupling filters for different values of the ham-
mer velocity. The amplitude is constant with respect to the
hammer velocity (up to signal/noise ratio at high frequency
and low velocity), showing that the coupling is independent
of the amplitude of the vibration. The coupling rises with the
frequency. The peaks at frequencies 700Hz and 1300Hz cor-
respond to a maximum.

2.4.3. Accuracy of the resynthesis

At this point, one can resynthesize a given sound by using a
single- or multicoupled digital waveguide and the parame-
ters extracted from the analysis. For the synthetic sounds to
be identical to the original requires describing the filters pre-
cisely. Themodel was implemented in the frequency domain,
as described in Section 2, thus taking into account the ex-
act amplitude and the phase of the filters (for instance, for a
three-coupled digital waveguide, we have to implement three
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Figure 8: Amplitude modulation laws (velocity of the bridge) for
the first six partials, one string, of the (a) original and (b) resynthe-
sised sound.

0

0.05

200
400 600

800 8 6 4 2 0

Amplitude
(arbitrary scale)

Frequency (Hz) Time (s)

(a)

0

0.05

200 400
600

800 8 6 4 2
0

Amplitude
(arbitrary scale)

Frequency (Hz) Time (s)

(b)

Figure 9: Amplitude modulation laws (velocity of the bridge) for
the first six partials, two strings, of the (a) original and (b) resyn-
thesised sound.

delays and five complex filters, moduli, and phases). Nev-
ertheless, for real-time synthesis purposes, filters can be ap-
proached by IIR of low order (see, e.g., [26]). This aspect will

0

0.02

0.04

200
400

600
800 6 4

2 0

Amplitude
(arbitrary scale)

Frequency (Hz)
Time (s)

(a)

0

0.02

0.04

200
400 600

800 6 4 2 0

Amplitude
(arbitrary scale)

Frequency (Hz)
Time (s)

(b)

Figure 10: Amplitude modulation laws (velocity of the bridge) for
the first six partials, three strings, of the (a) original and (b) resyn-
thesised sound.

be developed in future reports. By injecting the excitation
signal obtained by deconvolution into the waveguide model,
the signal measured is reproduced on the experimental setup.
Figures 8, 9, and 10 show the amplitudemodulation laws (ve-
locity of the bridge) of the first six partials of the original
and the resynthesized sound. The variations of the tempo-
ral envelope are generally well retained, and for the coupled
system (in Figures 9 and 10), the beat phenomena are well
reproduced. The slight differences, not audible, are due to
fine physical phenomena (coupling between the horizontal
and the vertical modes of the string) that are not taken into
account in our model.

In the one-string case, we now consider the second and
sixth partials of the original sound in Figure 8. We can see
beats (periodic amplitude modulations) that show coupling
phenomena on only one string. Indeed, the horizontal and
vertical modes of vibration of the string are coupled through
the bridge. This coupling was not taken into account in this
study since the phenomenon is of less importance than cou-
pling between two different strings. Nevertheless, we have
shown in [29] that coupling between two modes of vibration
can also be simulated using a two-coupled digital waveguide
model. The accuracy of the resynthesis validates a posteriori
our model and the source-resonator approach.

2.5. Behavior and control of the resonator through
measurements on a real piano

To take into account the note dependence of the resonator,
we made a set of measurements on a real piano, a Yamaha
Disklavier C6 grand piano equipped with sensors. The
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Figure 11: Modulus of the waveguide filters for notes A0, F1 and
D3, original and modeled.

vibrations of the strings were measured at the bridge by an
accelerometer, and the hammer velocities were measured by
a photonic sensor. Data were collected for several velocities
and several notes. We used the estimation process described
in Section 2.3 for the previous experimental setup and ex-
tracted for each note and each velocity the corresponding
resonator and source parameters.

As expected, the behavior of the resonator as a func-
tion of the hammer velocity and for a given note is similar
to the one described in Section 2.4.2, for the signals mea-
sured on the experimental setup. The filters are similar with
respect to the hammer velocity. Their modulus is close to
one, but slightly weaker than previously, since it now takes
into account the losses due to the acoustic field radiated by
the soundboard. The resynthesis of the piano measurements
through the resonator model and the excitation obtained by
deconvolution are perceptively satisfactory since the sound is
almost indistinguishable from the original one.

On the contrary, the shape of the filters is modified as
a function of the note. Figure 11 shows the modulus of the
waveguide filter F for several notes (in the multiple string
case, we calculated an average filter by arithmetic averaging).
The modulus of the loop filter is related to the losses under-
gone by the wave over one period. Note that this modulus in-
creases with the fundamental frequency, indicating decreas-
ing loss over one period as the treble range is approached.

The relations (7) and (8), relating the physical parame-
ters to the waveguide parameters, allow the resonator to be
controlled in a relevant physical way. We can either change
the length of the strings, the inharmonicity, or the losses. But
to be in accordance with the physical system, we have to take
into account the interdependence of some parameters. For
instance, the fundamental frequency is obviously related to
the length of the string, and to the tension and the linear
mass. If we modify the length of the string, we also have to
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Figure 12:Waveform of three excitation signals of the experimental
setup, corresponding to three different hammer velocities.

modify, for instance, the fundamental frequency, consider-
ing that the tension and the linear mass are unchanged. This
aspect has been taken into account in the implementation of
the model.

3. THE SOURCEMODEL

In the previous section, we observed that the waveguide
filters are almost invariant with respect to the velocity. In
contrast, the excitation signals (obtained as explained in
Section 2.3 and related to the impact of the hammer on
the string) varies nonlinearly as a function of the velocity,
thereby taking into account the timbre variations of the re-
sulting piano sound. From the extracted excitation signals,
we here study the behavior and design a source model by
using signal methods, so as to simulate these behaviors pre-
cisely. The source signal is then convolved with the resonator
filter to obtain the piano bridge signal.

3.1. Nonlinear source behavior as a function
of the hammer velocity

Figure 12 shows the excitation signals extracted from the
measurement of the vibration of a single string struck by
a hammer for three velocities corresponding to the pianis-
simo, mezzo-forte, and fortissimo musical playing. The exci-
tation duration is about 5 milliseconds, which is shorter than
what Laroche and Meillier [10] proposed and in accordance
with the duration of the hammer-string contact [6]. Since
this interaction is nonlinear, the source also behaves nonlin-
early. Figure 13 shows the spectra of several excitation signals
obtained for a single string at different velocities regularly
spaced between 0.8 and 4m/s. The excitation correspond-
ing to fortissimo provides more energy than the ones corre-
sponding to mezzo-forte and pianissimo. But this increased
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Figure 13: Amplitude of the excitation signals for one string and
several velocities.

amplitude is frequency dependent: the higher partials in-
crease more rapidly than the lower ones with the same ham-
mer velocity. This increase in the high partials corresponds
to an increase in brightness with respect to the hammer ve-
locity. It can be better visualized by considering the spec-
tral centroid [31] of the excitation signals. Figure 14 shows
the behavior of this perceptually (brightness) relevant crite-
ria [32] as a function of the hammer velocity. Clearly, for one,
two, or three strings, the spectral centroid is increased, cor-
responding to an increased brightness of the sound. In addi-
tion to the change of slope, which translates into the change
of brightness, Figure 13 shows several irregularities common
to all velocities, among which a periodic modulation related
to the location of the hammer impact on the string.

3.2. Design of a source signal model

The amplitude of the excitation increases smoothly as a func-
tion of the hammer velocity. For high-frequency compo-
nents, this increase is greater than for low frequency compo-
nents, leading to a flattening of the spectrum. Nevertheless,
the general shape of the spectrum stays the same. Formants
do not move and the modulation of the spectrum due to the
hammer position on the string is visible at any velocity. These
observations suggest that the behavior of the excitation could
be well reproduced using a subtractive synthesis model.

The excitation signal is seen as an invariant spectrum
shaped by a smooth frequency response filter, the charac-
teristics of which depend on the hammer velocity. The re-
sulting source model is shown on Figure 15. The subtractive
source model consists of the static spectrum, the spectral de-
viation, and the gain. The static spectrum takes into account
all the information that is invariant with respect to the ham-
mer velocity. It is a function of the characteristics of the ham-
mer and the strings. The spectral deviation and the gain both
shape the spectrum as function of the hammer velocity. The
spectral deviation simulates the shifting of the energy to the
high frequencies, and the gain models the global increase of
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Figure 15: Diagram of the subtractive source model.

amplitude. Earlier versions of this model were presented in
[1, 2]. This type of models has been, in addition, shown to
work well for many instruments [33].

In the early days of digital waveguides, Jaffe and Smith
[24] modeled the velocity-dependent spectral deviation as
a one-pole lowpass filter. Laursen et al. [34] proposed a
second-order biquad filter to model the differences between
guitar tones with different dynamics.

A similar approach was developed by Smith and Van
Duyne in the time domain [15]. The hammer-string interac-
tion force pulses were simulated using three impulses passed
through three lowpass filters which depend on the hammer
velocity. In our case, a more accurate method is needed to
resynthesize the original excitation signal faithfully.

3.2.1. The static spectrum

We defined the static spectrum as the part of the excitation
that is invariant with the hammer velocity. Considering the
expression of the amplitude of the partials, an, for a hammer
striking a string fixed at its extremities (see Valette and Cuesta
[19]), and knowing that the spectrum of the excitation is
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Figure 16: The static spectrum Es(ω).

related to amplitudes of the partials by E = anD [29], the
static spectrum Es can be expressed as

Es
(
ωn
) = 4L

T

sin
(
nπx0/L

)
nπ
√
1 + n2B

, (12)

where T is the string tension and L its length, B is the inhar-
monicity factor, and x0 the striking position. We can easily
measure the striking position, the string length and the in-
harmonicity factor on our experimental setup. On the other
hand, we have an only estimation of the tension, it can be
calculated through the fundamental frequency and the linear
mass of the string.

Figure 16 shows this static spectrum for a single string.
Many irregularities, however, are not taken into account for
several reasons.We will see later their importance from a per-
ceptual point of view. Equation (12) is still used, however,
when the hammer position is changed. This is useful when
one plays with a different temperament because it reduces
dissonance.

3.2.2. The deviationwith the dynamic

The spectral deviation and the gain take into account the de-
pendency of the excitation signal on velocity. They are esti-
mated by dividing the spectrum of the excitation signal by
the static spectrum for all velocities:

d(ω) = E(ω)
Es(ω)

, (13)

where E is the original excitation signal. Figure 17 shows this
deviation for three hammer velocities. It effectively strength-
ens the fortissimo, in particular for the medium and high
partials. Its evolution with the frequency is regular and can
successfully be fitted to a first-order exponential polynomial
(as shown in Figure 17)

d̂ = exp(a f + g), (14)
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Figure 17: Dynamic deviation of three excitation signals of the ex-
perimental setup, original and modeled.
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where d̂ is the modeled deviation. The term g corresponds
to the gain (independent of the frequency) and the term a f
corresponds to the spectral deviation. The variables g and
a depend on the hammer velocity. To get a usable source
model, we must consider the parameter’s behavior with dif-
ferent dynamics. Figure 18 shows the two parameters for sev-
eral hammer velocities. The model is consistent since their
behavior is regular. But the tilt increases with the hammer ve-
locity, showing an asymptotic and nonlinear behavior. This
observation can be directly related to the physics of the ham-
mer. As we have seen, when the felt is compressed, it be-
comes harder and thus gives more energy to high frequen-
cies. But, for high velocities, the felt is totally compressed and
its hardness is almost constant. Thus, the amplitude of the
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corresponding string wave increases further but its spectral
content is roughly the same. We have fitted this asymptotic
behavior by an exponential model (see Figure 18), for each
parameter g and a,

g(v) = αg − βg exp
(− γgv

)
,

a(v) = αa − βa exp
(− γav

)
,

(15)

where αi (i = g, a) is the asymptotic value, βi (i = g, a) is
the deviation from the asymptotic value at zero velocity (the
dynamic range), and γi (i = g, a) is the velocity exponen-
tial coefficient, governing how sensitive the attribute is to a
velocity change. The parameters of this exponential model
were found using a nonlinear weighted curvefit.

3.2.3. Resynthesis of the excitation signal

For a given velocity, the excitation signal can now be recre-
ated using (13), (14), and (15). The inverse Fourier trans-
form of this source model convoluted with the transfer func-
tion of the resonator leads to a realistic sound of a string
struck by a hammer. The increase in brightness with the dy-
namic is well reproduced. But from a resynthesis point of
view, this model is not satisfactory. The reproduced signal
is different from the original one; it sounds too regular and
monotonous. To understand this drawback of our model, we
calculated the error we made by dividing the original excita-
tion signal by the modeled one for each velocity. The corre-
sponding curves are shown on Figure 19 for three velocities.

Notice that this error term does not depend on the ham-
mer velocity, meaning that our static spectrum model is too
straightforward and does not take into account the irregular-
ities of the original spectrum. Irregularities are due to many
phenomena including the width of the hammer-string con-
tact, hysteretic phenomena in the felt, nonlinear phenomena
in the string, and mode resonances of the hammer. To obtain
amore realistic sound with our sourcemodel, we include this
error term in the static spectrum. The resulting original and
resynthesized signals are shown on Figure 20. The deviations
of the resulting excitations are perceptually insignificant. The
synthesized sound obtained is then close to the original one.

3.3. Behavior and control of the source through
measurements on a real piano

The source model parameters were calculated for a subset of
the data for the piano, namely the notes A0, F1, B1, G2, C3,
G3, D4, E5, and F6. Each note has approximately ten veloc-
ities, from about 0.4m/s to between 3 to 6m/s. The source
extracted from the signals measured on the piano behaves as
the data obtained with the experimental setting for all notes
with respect to the hammer velocity. The dynamic deviation
is well modeled by the gain g and the spectral deviation pa-
rameter a. As in Section 3.2, their behavior as a function of
the velocity is well fitted using an asymptotic exponential
curve.

From a perceptual point of view, an increased hammer
velocity corresponds both to an increased loudness and a rel-
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Figure 19: Example of the error spectrum. The large errors gener-
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−40
−30
−20

−10

0

10

20

30

40

50

0 2000 4000 6000 8000 10000

Frequency (Hz)

A
m
pl
it
u
de

(d
B
)

3.8 m/s

2.0 m/s

0.8 m/s

Original
Velocity modeled

Figure 20: Original and modeled excitation spectrum for three dif-
ferent hammer velocities for the experimental setup signals.

ative increase in high frequencies leading to a brighter tone.
Equations (15) make it possible to resynthesize of the excita-
tion signal for a given note and hammer velocity. However,
parameters g and a used in the modeling are linked in a com-
plex way to the two most important perceptual features of
the tone, that is, loudness and brightness. Thus, without a
thorough knowledge of the model, the user will not be able
to adjust the parameters of the virtual piano to obtain a satis-
factory tone. To get an intuitive control of themodel, the user
needs to be provided access to these perceptual parameters,
loudness and brightness, closely corresponding to energy and
spectral centroid. The energy En is directly correlated to the
perception of loudness and the spectral centroid Ba to the
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perception of brightness [32]. These parameters are given by

En = 1
T

∫ Fs/2

0
E2( f )df ,

Ba =
∫ Fs/2
0 E( f ) f df∫ Fs/2
0 E( f )df

,

(16)

where f is the frequency and Fs the sampling frequency.
To synthesize an excitation signal having a given energy

and spectral centroid, we must express parameters g and a as
functions of Ba and En. The centroid actually depends only
on a:

Ba =
∫ Fs/2
0 Es( f )ea f f df∫ Fs/2
0 Es( f )ea f df

. (17)

We numerically calculate the expression of a as a function of
Ba and store the solution in a table. Alternatively, assuming
that the brightness change is unaffected by the shape of the
static spectrum Es, the spectral deviation parameter a can be
calculated directly from the given brightness [35].

Knowing a, we can calculate g from the energy En by the
relation

g = 1
2
log

(
EnT∫ Fs/2

0 Es2( f )e2a f 2+2b f

)
. (18)

The behavior of Ba and En as a function of the hammer
velocity will then determine the dynamic range of the instru-
ment and it must be defined by the user.

Figure 21 shows the behavior of the spectral centroid and
the energy for several notes. The curves have similar behavior
and differ mainly by a multiplicative constant. We have fitted
their asymptotic behavior by an exponential model, similarly
to what was done with (15). These functions are applied to
the synthesis of each excitation signal and then characterize
the dynamic range of the virtual instrument. It is easy for the
user to change the dynamic range of the virtual instrument,
which is modified by the user by changing the shape of these
functions.

Calculating the excitation signal is then done as follows.
To a given note and velocity, we associate a spectral centroid
Ba and an energy En (using the asymptotic exponential fit);
a is then obtained from the spectral centroid and g from the
energy (equation (18)). One finally gets the spectral devia-
tion which, multiplied by the static spectrum, allows the ex-
citation signal to be calculated.

4. CONCLUSION

The reproduction of the piano bridge vibration is undoubtly
the first most important step for piano sound synthesis. We
show that a hybrid model consisting of a resonant part and
an excitation part is well adapted for this purpose. After accu-
rate calibration, the sounds obtained are perceptually close to
the original ones for all notes and velocities. The resonator,
which simulates the phenomena intervening in the strings
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Figure 21: Spectral centroid (a) and energy (b) for several notes
as a function of the hammer velocity, original (plain) and modeled
(dotted).

themselves, is modeled by a digital waveguide model that is
very efficient in simulating the wave propagation. The res-
onator model exhibits physical parameters such as the string
tension, the inharmonicity coefficient, allowing physically
relevant control of the resonator. It also takes into account
the coupling effects, which are extremely relevant for percep-
tion. The source is extracted using a deconvolution process
and is modeled using a subtractive signal model. The source
model consists of three parts (static spectrum, spectral devi-
ation, and gain) that are dependent on the velocities and the
notes played. To get intuitive control of the source model, we
exhibited two parameters: the spectral centroid and the en-
ergy, strongly related to the perceptual parameters brightness
and loudness. This perceptual link permits easy control of the
dynamic characteristics of the piano.

Thus, the tone of a given piano can be synthesized using a
hybrid model. This model is currently implemented in real-
time using a Max-MSP software environment.

APPENDIX

INVERSE PROBLEM, THREE-COUPLED
DIGITALWAVEGUIDE

We show in this appendix how the parameters of a three-
coupled digital waveguide model can be expressed as func-
tion of the modal parameters. This method is an extension
of the model presented in [29].
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The signal measured at the bridge level is the result of
the vibration of three coupled strings. Each partial is actually
constituted by at least three components, having frequencies
which are slightly different from the frequencies of each in-
dividual string. We write the measured signal as a sum of ex-
ponentially damped sinusoids:

s(t) =
∞∑
k=1

a1ke
−α1kteiω1kt + a2ke

−α2kteiω2kt + a3ke
−α3kteiω3kt,

(A.1)
with a1k, a2k, and a3k the initial amplitudes, α1k, α2k, α3k and
ω1k, ω2k, ω3k the damping coefficients and the frequencies of
the components of the kth partial. The Fourier transform of
s(t) is

S(ω) =
∞∑
k=1

a1k
α1k + i

(
ω − ω1k

) + a2k
α2k + i

(
ω− ω2k

)
+

a3k
α3k + i

(
ω − ω3k

) .
(A.2)

We identify this expression locally in frequency with the
output T(ω) of the three-coupled waveguide model (see
Figure 3):

T(ω) = N1

N2
(A.3)

with

N1 = F1 + F2 + F3

+ 2
[(
Ca − 1

)(
F1F2 + F2F3

)
+
(
Ce − 1

)
F1F3

]
+ F1F2F3

[
3 + 4CeCa − 4Ca − 2Ce − C2

e

]
,

N2 = 1− (F1 + F2 + F3
)
+
(
F1F2 + F2F3

)(
1− C2

a

)
+ F1F3

(
1− C2

e

)
+ F1F2F3

(
2C2

a + C2
e − 2C2

a

+ C2
e − 2C2

aCe − 1
)
,

(A.4)

where Fi (i = 1, 2, 3) are the loop filters of the digital waveg-
uides Gi (i = 1, 2, 3) (without loss of generality, one can as-
sume that D1 = D2 = D3 = D, since the difference in delays
can be taken into account in the phase of the filter Fi). For
this purpose, since T(ω) is a rational fraction of third-order
polynomial in e−iωD (see (6)), it can be decomposed into a
sum of three rational fractions of the first-order polynomial
in e−iωD:

T(ω) = P(ω)e−iωD

1− X(ω)e−iωD
+

Q(ω)e−iωD

1− Y(ω)e−iωD

+
R(ω)e−iωD

1− Z(ω)e−iωD
.

(A.5)

The vibrations generated by the model are assimilated to a
superposition of three series of partials whose frequencies
and decay times are governed by the quantities X(ω), Y(ω),
and Z(ω). By identification between (A.3) and (A.5), we de-

termine the following system of 6 equations:

P +Q + R = F1 + F2 + F3, (A.6)

PY + PZ +QX +QZ + RX + RY

= 2F1F2
(
1− Ca

)
+ 2F1F3

(
1− Ce

)
+ 2F2F3

(
1− Ca

)
,

(A.7)

PYZ +QXZ + RXY

= F1F2F3
(
4CaCe − 4Ca − 2Ce − C2

e + 3
)
,

(A.8)

X + Y + Z = F1 + F2 + F3, (A.9)

XY + XZ + YZ = F1F2
(
1− C2

a

)
+ F2F3

(
1− C2

a

)
+ F1F3

(
1− C2

e

)
,

(A.10)

XYZ = F1F2F3
(
1− 2C2

a − C2
e + 2C2

aCe
)
. (A.11)

We identify (A.2) with the excitation signal times the
transfer function T (equation (A.5)):

S(ω) = E(ω)T(ω). (A.12)

Assuming that two successive modes do not overlap (these
assumptions are verified for the piano sound) and by writing

X(ω) = ∣∣X(ω)∣∣eiΦX (ω),

Y(ω) = ∣∣Y(ω)∣∣eiΦY (ω),

Z(ω) = ∣∣Z(ω)∣∣eiΦZ (ω),

(A.13)

we express (A.12) near each double resonance as

a1k
α1k + i

(
ω − ω1k

) + a2k
α2k + i

(
ω − ω2k

) + a3k
α3k + i

(
ω − ω3k

)
� E(ω)P(ω)e−iωD

1− ∣∣X(ω)∣∣e−i(ωD−ΦX (ω))
+

E(ω)Q(ω)e−iωD

1− ∣∣Y(ω)∣∣e−i(ωD−ΦY (ω))

+
E(ω)R(ω)e−iωD

1− ∣∣Z(ω)∣∣e−i(ωD−ΦZ (ω))
.

(A.14)

We identify term by term the members of this equation. We
take, for example,

a1k
α1k + i

(
ω − ω1k

) � E(ω)P(ω)e−iωD

1− ∣∣X(ω)∣∣e−i(ωD−ΦX (ω))
. (A.15)

The resonance frequencies of each doublet ω1k, ω2k, and ω3k

correspond to the minimum of the three denominators

1− ∣∣X(ω)∣∣e−i(ωD−ΦX (ω)),

1− ∣∣Y(ω)∣∣e−i(ωD−ΦY (ω)),

1− ∣∣Z(ω)∣∣e−i(ωD−ΦZ (ω)).

(A.16)

If we assume that moduli |X(ω)|, |Y(ω)|, and |Z(ω)| are
close to one (this assumption is realistic because the prop-
agation is weakly damped), we determine the values of ω1k,
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ω2k, and ω3k:

ω1k = ΦX
(
ω1k
)
+ 2kπ

D
,

ω2k = ΦY
(
ω2k
)
+ 2kπ

D
,

ω3k = ΦZ
(
ω3k
)
+ 2kπ

D
.

(A.17)

Taking ω = ω1k + ε with ε arbitrary small,

a1k
α1k + iε

� E
(
ω1k + ε

)
P
(
ω1k + ε

)
e−iΦX (ω1k+ε)e−iεD

1− ∣∣X(ω1k + ε
)∣∣e−iεD . (A.18)

A limited expansion of e−iεD � 1− iεD+ θ(ε2) around ε = 0
(at the zeroth order for the numerator and at the first order
for the denominator) gives

E
(
ω1k + ε

)
P
(
ω1k + ε

)
e−iΦX (ω1k+ε)e−iεD

� E
(
ω1k
)
P
(
ω1k
)
e−iΦX (ω1k),

1− ∣∣X(ω1k + ε
)∣∣e−iεD � 1− ∣∣X(ω1k

)∣∣(1− iεD).

(A.19)

Assuming that P(ω) and |X(ω)| are locally constant (in the
frequency domain), we identify term by term (the two mem-
bers are considered as functions of the variable ε).We deduce
the expressions of |X(ω)|, |Y(ω)|, and |Z(ω)| as a function
of the amplitudes and decay times coefficients for eachmode:

∣∣X(ω1k
)∣∣ = 1

α1kD + 1
,

∣∣Y(ω2k
)∣∣ = 1

α2kD + 1
,

∣∣Z(ω2k
)∣∣ = 1

α3kD + 1
.

(A.20)

We also get the relations

E
(
ω1k
)
P
(
ω1k
) = a1kDX

(
ω1k
)
,

E
(
ω2k
)
Q
(
ω2k
) = a2kDY

(
ω2k
)
,

E
(
ω3k
)
Q
(
ω3k
) = a3kDY

(
ω3k
)
.

(A.21)

From the measured signal, we estimate the modal parame-
ters a1k, a2k, a3k, α1k, α2k, α3k, ω1k, ω2k, and ω3k. Using (A.17)
and (A.20), we calculate X , Y , and Z. We still have 9 un-
known variables P, Q, R, E, Ca, Ce, F1, F2, and F3. But we
also have a system of 9 equations ((A.6), (A.7), (A.8), (A.9),
(A.10), (A.11), and (A.21)). Assuming that the two resonance
frequencies are close and that the variables P, Q, R, E, Ca,
Ce, F1, F2, F3, X , Y , and Z have a locally smooth behav-
ior, we then express the waveguide parameters as function of
the temporal parameters. For the sake of simplicity, we note
Ek = E(ω1k) = E(ω2k).

Using (A.6) and (A.9), we obtain Pk + Qk + Rk = Xk +
Yk +Zk. Thanks to (A.21) we finally get the expression of the
excitation signal at the resonance frequencies

Ek = D
(
a1kXk + a2kYk + a3kZk

)
Xk + Yk + Zk

. (A.22)

In the case of a two-coupled digital waveguide, the corre-
sponding system admits analytical solutions (see [29]). But
in the case of three-coupled digital waveguide, we have not
found analytical expressions for variables P, Q, R, Ca, Ce, F1,
F2, and F3. We have then solved the system numerically.
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Traité des nouvelles technologies. Série Mécanique. Hermès,
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[26] V. Välimäki, J. Huopaniemi, M. Karjalainen, and Z. Jánosy,
“Physical modeling of plucked string instruments with appli-
cation to real-time sound synthesis,” Journal of the Audio En-
gineering Society, vol. 44, no. 5, pp. 331–353, 1996.

[27] B. Bank, “Accurate and efficient modeling of beating and two-
stage decay for string instrument synthesis,” in Proc.Workshop
on Current Research Directions in Computer Music, pp. 134–
137, Barcelona, Spain, November 2001.

[28] D. Rocchesso and J. O. Smith III, “Generalized digital waveg-
uide networks,” IEEE Trans. Speech and Audio Processing, vol.
11, no. 3, pp. 242–254, 2003.

[29] M. Aramaki, J. Bensa, L. Daudet, P. Guillemain, and
R. Kronland-Martinet, “Resynthesis of coupled piano string
vibrations based on physical modeling,” Journal of New Music
Research, vol. 30, no. 3, pp. 213–226, 2002.

[30] K. Steiglitz and L. E. McBride, “A technique for the identifi-
cation of linear systems,” IEEE Trans. Automatic Control, vol.
10, pp. 461–464, 1965.

[31] J. Beauchamp, “Synthesis by spectral amplitude and “bright-
ness” matching of analyzed musical instrument tones,” Jour-
nal of the Audio Engineering Society, vol. 30, no. 6, pp. 396–
406, 1982.

[32] S. McAdams, S. Winsberg, S. Donnadieu, G. de Soete, and
J. Krimphoff, “Perceptual scaling of synthesized musical tim-
bres: Common dimensions, specificities, and latent subject
classes,” Psychological Research, vol. 58, pp. 177–192, 1992.

[33] K. Jensen, “Musical instruments parametric evolution,” in
Proc. International Symposium on Musical Acoustics, pp. 319–
326, Computer Music Association, Mexico City, Mexico, De-
cember 2002.

[34] M. Laursen, C. Erkut, V. Välimäki, and M. Kuuskankara,
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