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rate in the additive white Gaussian noise channel.
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Studies related to the network source coding have addressed rate-distortion analysis in both noiseless and noisy
channels. However, to the best of authors' knowledge, no prior work has studied network source coding in the
context of orthogonal frequency division multiplexing (OFDM) systems. In addition, the system performance using
network source coding schemes also remains unknown. In this article, we first propose two variable transmission rate
(VTR) OFDM systems by utilizing network source coding schemes, and then evaluate the system performance of these
two proposed VTR-OFDM systems. For the proposed VTR single-input single-output OFDM system, we employ the
concept of a network with intermediate nodes to develop a 3-stage encoder/decoder, and the proposed encoder
provides three different coding rates from 0.5 to 0.8. As for the proposed VTR multi-band OFDM system, two
correlated sources are simultaneously transmitted using the multiterminal source coding schemes, and two sources
are encoded by different coding rates from 0.25 to 0.5. Finally, compared with the traditional uncoded OFDM system,
the proposed VTR-OFDM systems have at least 1 to 4 dB gain in signal-to-noise ratio to achieve the same symbol error

Keywords: Network source coding, Single-input single-output OFDM, Multiterminal source coding,

1 Introduction

The rapid growth of communications systems for video,
voice, and cellular telephone justifies great demands for
mobile multimedia [1,2]. These multimedia services will
require high data rate transmissions over broadband
radio channels. Due to the limited spectral resource, it
is impractical to increase the bandwidth for data trans-
mission. In the case of wired networks, high data rate
services are not a problem due to the channel charac-
teristic; however, high data rate transmissions lead to an
additional technical consideration for wireless communi-
cations networks. Moreover, the further development of
the advanced network technologies is constrained by the
amount of information that can be sent through the cor-
responding networks. In wired or wireless network, where
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bandwidth is strictly limited, it is imperative to use effi-
cient data representations or source codes for optimizing
network system performance [3,4]. In order to transmit
data stream over communications networks with limited
bandwidth, network source coding can be used to solve
this problem.

Network source coding expands the data compression
problem for networks beyond the point-to-point net-
work introduced by Shannon [5]. These include networks
with multiple transmitters, multiple receivers, decoder
side information, intermediate nodes, and any combi-
nation of these features. Thus, network source coding
attempts to bridge the gap between point-to-point net-
work and recent complicated network environments. Net-
work source coding is a promising technique that provides
many advantages, including source dependence, func-
tional demands, and resource sharing [6-12]. By utilizing
network source coding, the system performance can be
improved by using correlated sources. This leads to an
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adjustable transmission rate, and the input data streams
share the entire network resource during the transmis-
sion. If decoders have the information about the rela-
tion of transmitted data sources, the input data sources
can be reconstructed without any loss in the noiseless
channel.

High data rate wireless communications are limited not
only by noise but also by the inter-symbol interference
(ISI) from the dispersion of the wireless communications
channel. Orthogonal frequency division multiplexing
(OFDM) systems have been adopted in various wire-
less communications standards due to their high spec-
trum efficiency and robustness against the frequency
selective fading channels [1,13]. In addition, OFDM is a
prominent technique suitable for high data rate transmis-
sions in multicarrier communications systems, because
of the potential to either partially reduce or completely
eliminate the adverse ISI effect. In OFDM systems, a
wideband channel is converted to a set of narrowband
subchannels, and the data is transmitted using all sub-
channels. Multi-band OFDM (MB-OFDM) systems group
all subchannels into multiple subbands, and then trans-
mit data in different subbands simultaneously [14,15].
Hence, the multi-band signal processing technique can
be viewed as either a multiple access scheme that allo-
cates subbands to transmit different users’ data at the
same time or an approach to employ the frequency diver-
sities for data transmission in order to improve the system
performance.

To the best of authors’ knowledge, the following prop-
erties have not been demonstrated yet [6-12,16]: (1)
the variable transmission rate (VTR) OFDM communi-
cations systems using network source coding, and (2)
the performance improvement after applying the net-
work source coding to OFDM systems. In this article,
two VIR-OFDM communications systems are proposed
to evaluate the performance of network source coding
schemes. First, a VIR single-input single-output OFDM
(VTR-SISO-OFDM) system is proposed. The proposed
system generates different transmission rates using a pro-
posed 3-stage encoder. Functions implemented in this
3-stage encoder determine the codebook sizes for storage
and the achievable rates for data transmission. The pro-
posed 3-stage encoder consists of three different mapping
functions and their corresponding encoders using arith-
metic coding scheme. The performance of the VTR-SISO-
OFDM system based on the proposed 3-stage encoder is
evaluated. Then, a VTR multi-band OFDM (VTR-MB-
OFDM) system is proposed. The proposed VTR-MB-
OFDM system transmits two correlated sources using
the multiterminal source coding scheme [7,17-19]. The
transmission rates are adjusted based on four switch
configurations at the transmitter, and 16 switch con-
figurations control the information interchanges during
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the entire data transmission. The performance of the
proposed VIR-MB-OFDM system for these 16 switch
configurations is evaluated. We then analyze the variable
transmission bit rate for these two proposed systems. The
advantages of the proposed systems include availability
of different transmission rates, abilities of different users
to share the network resource, and robustness in wire-
less communications environments. Moreover, compared
with the traditional uncoded OFDM systems, simula-
tion results show the proposed systems obtain at least
1 to 4 dB gain in signal-to-noise ratio (SNR) to achieve
the same symbol error rate (SER) in the additive white
Gaussian noise (AWGN) channel. In addition, the rate
factors of these two proposed systems vary from 0.55 to
0.96.

The rest of the article is organized as follows. In
Section 2, a VTR-SISO-OFDM communications system is
proposed. A VIR-MB-OFDM system based on the multi-
terminal source coding scheme is proposed in Section 3.
Performance analysis and simulation results are pre-
sented in Section 4. Finally, the article is concluded in
Section 5.

2 The VTR-SISO-OFDM system

We propose a VTR-SISO-OFDM system with three
different transmission rates in this section. The main
goal of the proposed VTR-SISO-OFDM system is to
design a variable transmission rate system and to recover
the source data with the help of the side informa-
tion. A 3-stage encoder is proposed in Section 2.1.
In Section 2.2, the feasibilities of functions used in
the encoder and the variable transmission rates of
the proposed VTR-SISO-OFDM system are discussed.
Finally, the corresponding decoder is described in
Section 2.3.

2.1 The 3-stage encoder of the VTR-SISO-OFDM system
Figure 1a shows the 3-stage encoder of the proposed VTR-
SISO-OFDM system. Let L symbols be transmitted. Let
al, b7, c’,and d” be discrete random variables, where a”
is the source data, b7, ¢I, and d7 represent the side infor-
mation, and a”, b”, ¢7, and d” are independent. Con-
sider the source data {g;} is independently selected from
the set {1,2,...,A}, where al =[a1,a,...,a1]= {4},
i € {1,2,...,L}, i is the sample index, the probability of
al is

L
p@") =] [p@), (1)

i=1

and the cardinality of a’ is AL. Moreover, the length of
side information, b7, c?, and d7, is also L, where bT =
[bl,bz, .. .,bL] = {bl'}, CT =[61,Cz, .. .,CL] = {Ci}, dT =



Kung and Parhi EURASIP Journal on Advances in Signal Processing 2013, 2013:12 Page3of 16
http://asp.eurasipjournals.com/content/2013/1/12

b’ c’ d’
a T l w' v K ‘ l eT
A Q) ~ 8() ~ h() T

v v v ¢
Arithmetic Arithmetic | Arithmetic
Encoder | Encoder Il Encoderlll

2
1

bT

!

AT
% Decoder > a

C'T st(I)l
1 ~T
~ w
xT 2 i v dT
i > % Decoder >{ f_l () >
3
d’ o, b0,
—r T
} k | w

+ Decoder >{ g_l () >{ f_l (.) >aT

(b)

Figure 1 The 3-stage encoder/decoder of the proposed VTR-SISO-OFDM system. Figure 1 represents the proposed 3-stage (a) encoder/ (b)
decoder in the proposed VTR-SISO-OFDM system. The proposed 3-stage encoder in Figure 1a consists of source data, mapping functions, and the
side information. We utilize a specific switch to select different transmission rates. For the proposed 3-stage decoder in Figure 1b, the source data is
reconstructed using reversible mapping functions and the side information.

[dy,ds,...,d] = {d;}, the probabilities of b7, c”, and d7  Figure 1a, the output symbols w’ = {w;}, k = {k;}, and

are given by: el = {e;} are
L
p(bT) — l—[p(bl) wi :f(aii bl) € {min(f(il,jl)), e max(f(il’jl))} =m
i=1 ki = g(w;, ¢;) € {min(g(m;,, j2)), . .., max(g(m;,, j2))} =y
T L € = h(ki» dl) € {min(h(yigri?)))’ .. ,maX(h()’ig»j3))} = 0,
pe”) =]]r (2) 3)
i=1
L where f(-), g(-), and Ah(-) are injective or surjective func-
p@) =[]rw@, tions, iy € {L2...,A, 1 € {L2...,B}, iy €

=1 {1,2,...,W}, jo € {1,2,...,C}, i3 € {1,2,...,K}, j3 €
and {b;}, {c;}, and {d;} are randomly chosen from the sets  {1,2,...,D}, m, y, and o are ordered sets that contain
{1,2,...,B},{1,2,...,C},and {1,2,...,D}, respectively.In  distinct elements, and W, K, and E are the number of
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elements in m, y, and o, respectively. If (), g(-), and A(-)
are injective functions, the probabilities of w;, k;, and e; are
given by:

p(w;) = p(f(a;, b)) = p(a;, b))
p(ki) = p(g(w;, ¢;)) = p(ai, b, ;) (4)

ple) = p(h(ki,d;)) = p(ai, bi, ¢, dy),
and the corresponding entropies are

A B

Hw) =Y " —p(f(i,j) - log,(p(f (i1,j1)))

i1=1j;=1

w C

Hk) =Y > —p(g(miy,j2)) - logy (p(g(miy, j2)))

ir=1jp=1

K D
H(e) =YY —ph(yis,j3)) - logy (p(h(yis, j3))),
i3=1j3=1

(5)

where p(f (i1,71)) is the probability of the outcome f (i1, 1),
plai, b)) is the joint probability of (a;, b;), m;, means the
ioth element in m, and y;; means the i3th element in y. In
addition, if f(-), g(-), and A(-) are surjective functions, the
probabilities of w;, k;, and e; are given by:

A

pwi=1iy) =Y plir) -

i1=1

B
> pGilf v, 1) = i)

j1=1

w C
plki=iz) =Y plia)- 1 D plialglia, jo) = iz)

ir=1 jo=1
K D

plei=1is) =Y pliz) -3 Y p(islhlis,js) = ia) ¢ ,
is=1 ja=1

and the corresponding entropies are

w A B
Hw) =Y —| Y p)-{ D pGilfuj) = i)

ir=1 i1=1 j1=1

A B
logy | D pG) -1 D pGilf i) = ia)

=1 j1=1
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K w C
Hk) =) —| D pla)- | Y pllelinj2) = i)
iz=1 ir=1 jo=1
w c
dogy | D plia) - 1D plialgliasjo) = i)
h=1 ja=1
E K D
Hie) =y —| Y plis) -3 D plalhiiz,ja) = ia)
is=1 iz=1 ja=1
K D
ogy | S piin) - S plslhGis.js) = ia) ¢ |
iz=1 ja=1
(7)
where iy € {1,2,...,E} and p(j1|f(i1,j1) = i) is the

conditional probability.

From Equation (4), if f(-), g(-), and Ah(-) are injective
functions, we do not need any extra information to recon-
struct a;, w;, and k;. However, from Equation (6), if f(-),
g(-), and h(-) are surjective functions, the extra infor-
mation is needed to create an one-to-one relationship
between each input pair and the output symbol. There-
fore, the actual input symbols a;, w;, and k; could be
retrieved based on the extra information. For example,
consider f(-) is a surjective function, where

fai, b)) = |a; — byl (8)

Assume A > 4,B > 4, L = 3,aT =[1,3,2], and bT =
[2,2,3]. Then, we have

flar=1,b1 =2) =f(ax =3,b2 =2)
=f(ﬂ3=2,b3=3)=1

f1,2)=f2,3)=]-1]=1 )
f3B,2)=11=1
wl =[1,1,1].

Without any extra information,
ar =f"Yw,b) =f71(1,2) = 8
ay =f " wa,by) =fH(1,2) = &
az =f" (w3, b3) =f1(1,3) = 8,

where 8; could be 1 or 3 and 8, could be 2 or 4. Thus, a”
is given by:

(10)

a’ e{[1,1,2], [1,1,4], [1,3,2], [1,3,4],
[3,1,2], [3,1,4], [3,3,2], [3,3,4] ).
From Equation (9), in order to obtain the correct input

symbol a;, the extra information could be chosen by
satisfying:

@1 = {il(a; — bi) <0, Vi}, (12)
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where ®; is a set and ®; contains sample index i that

satisfies (a; — b;) < 0. Based on Equation (12), we have
@, ={1,3}. (13)

Therefore, with the help of the extra information, the
input symbol is reconstructed by

a;i = f (w;, by, @1)

a;=b; —w;, i € P (14)
a;=b;+w;, i & D;.
Based on Equation (14), we have
a1 =f"1(1,2,ie d)) =1
1 .
a) = (1,2,i ¢ ®;) =3
2=/ # 1 (15)

az =f"1(1,3,i e &;) =2
al =[1,3,2].

Moreover, if g(-) and k(-) are surjective functions, ®;
and ®3 are the corresponding extra information to obtain
w; = g_l(k,', ¢, @) and k; = h~Y(e;, d;, P3), respectively.

After wT', kT, and e’ are generated, we apply the arith-
metic coding scheme to encode each symbol in these data
streams. First, we consider f(-), g(-), and A(-) are injective
functions. Codebooks for different arithmetic encoders
are Qq, where ¢t € {1,2,3}. In Equation (16), Q; con-
tains the information of all possible input source data, side
information, probabilities for each possible outcome, and
the corresponding binary codeword as follows:

Qi) = [0 X |
Qo(las) = [ 011120, G013 2), P13 2D X 1|

Qs3,) = | 0,30, 1, j3), PO X, ) |
h=(@G(—-1)xB+j
b= (is—1)x C+/s
I3=1(i3—1) xD+j3
(16)

where [y, I, and I3 are the row indices, Qi(l1,:) means
the /;th row in Qq, xf(n, D is the codeword corresponding
to the outcome f(i1,/1), and the numbers of possible out-
comes in Q1, Qy, and Qz are A x B, W x C, and K x D.
In addition, how to generate the encoded bit stream x”
depends on the selected switch, where

xI' e {xT

T T
f(aT,bT)’ xg(wT,CT)’ Xh(kT,dT) ] ’ (17)

f@L,bh) = {f(a, by, Vil, gw',eh) = {gwi,c), Vil,
and h(kT,dT) = {h(k;, d;), Vi}. From Equation (16), if we
introduce more and more stages in the encoder, the Ham-
ming distances between any two adjacent codewords at
the output of higher stages become smaller and smaller.
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The encoding rates (Renc,s,) of the 3-stage encoder are

A B

Rencs; =y ) [1 4 T—logy p(i,j1] - plir,j1)

i1=1j=1

w C
Renc,s, = ) Y [1 4 [—logy p(miy, jo)1] - p(miy, j2)
ip=1jp=1

K D
Rene,s; = Z Z [1 +[—= log2p(yi3,j3)]] - PWisrJ3)-

iz=1j3=1
(18)

Moreover, the 3-stage encoder provides three different
lengths of x”, because the numbers of possible outcomes
in wl, kT, and e” are different. These three different
lengths of x” are

L
Lens, = Z Len (xfT(ahbi))

i=1
L
= [1+ [~ log, plai, bi)1]
i=1
L
LenSZ = Z Len (xg(wi,ci))
i=1
- (19)
= Z [1 + |—— logzp(ai, bi! Cl')-|]
i=1
L
Leng; = Z Len (xz;(k,',d,')>
i=1
L
= [1+4 [—log, p(ai bisci,di)1] .
i=1

If f(-), g(-), and A(-) are surjective functions, the code-
books Q;, the encoding rates (Renc,s,), and three lengths of
xT are different from Equations (16), (18), and (19). There-
fore, we utilize the probabilities p(w; = i), p(k; = i3),
and p(e; = is) in Equation (6) to derive the correspond-
ing codebooks, encoding rates, and different lengths of
the encoded bit streams for surjective functions. First, the
codebooks Q; are

Q) = [0 f G j),pows = i), <0
Qo) = [ 011312, 80mi j2), plhks = i), X |
Qs(la,) = [ Oiarja), h9is o), pler = ia), x|
Lh=>G1—-1)xB+j;

lh=(>(y—1)xC+j
I3=1(3—1) xD+js.

(20)
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Then, the encoding rates (Renc,s,) are given by:

w
Rencssy; = ¥ [1+ [—log, p(wi = i2)1] - p(w; = i)
ir=1
K
Rencis = D [1+ [~ logy p(ki = ia)1] - p(ki = ia)

iz=1
E
Rencss; = ) [1+ [—logy ple; = ia)1] - ple; = ia).
iz=1
(21)
Finally, three different lengths of x” are
L
Leng, = Z Len <xfT(ai,hi)>
i=1
L
=D [1+T—logy p(w; = i2)1]
i=1
L
Leng, = Z Len <ng(Wi,cz-))
i=1
. (22)
=Y [1+ [—log, plki = i3)1]
i=1
L
Leng, = Z Len <x;(ki‘ di))
i=1
L

= Z [14 [—log, ple; = is)1].

i=1

From Equations (19) and (22), the proposed 3-stage
encoder generates three different transmission rates by
selecting different output signals through varying the
switch S;.

In communications systems, two different ways utilized
to transmit the data are continuous data transmission and
packet data transmission. For the continuous data trans-
mission such as voice, the transmission rate is controlled
by the transport layer. In this case, the receiver knows
the transmission rate during the entire data flow. As for
the packet data transmission, each packet consists of the
header and the data, and the information of the switch
configuration can be hidden in the header of each packet.
Therefore, in order to adjust the transmission rate with-
out notifying the receiver, the transmitter first encodes the
switch configuration and then includes the encoded bits in
the header. The length of the header depends on the cod-
ing rate of the error correcting codes. In this article, we
consider continuous data transmission.

After the entire encoding process, we pad the input data,
xT, with a certain number of zeros (N;) to maintain the
total number of bits (N}) equal to M x Nt, where N, =
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M x N7 — Leng,, M is the number of bits to represent a
symbol, and N7 is the number of total subcarriers. Then,
the modified bit stream, [x 01« N, ], is transmitted using
a SISO-OFDM system.

2.2 The feasibilities of functions and variable
transmission rate analysis
Choosing the proper mapping functions in the encoder
provides two advantages: (1) the improvement of the
system performance and (2) the adjustability of the trans-
mission rate. In order to reduce the size of codebook and
to reconstruct the source data perfectly at the receiver, it is
necessary to choose the mapping functions that generate
smaller cardinalities in the encoder. Also, the help of the
extra information provides us much more feasible ways to
choose the mapping functions without any constraint.
The variable transmission bit rates (Rps,) of the pro-
posed VTR-SISO-OFDM system are

u

Nt + Ncp

L
N, — [enﬂ
M

where f; is the sampling rate, N, is the number of used
subcarriers, Ncp is the length of cyclic prefix, and [-] is
the ceiling function. The rate factor, II\VT;, is derived from

Rp,s,
Rh,raw ’

fo X M x %, and 1]\\[7; < 1. From Equation (23), the
transmission rate can be adjusted by varying the num-
ber of used subcarriers, N;,. Moreover, the probability of
each possible outcome affects the number of used sub-
carriers. Thus, the smaller the probability of each possible
outcome, the higher the transmission rate. In Figure 1a, if
the maximal transmission rate is achieved from the output
bit stream through the switch S3, the probability of each
possible outcome is p(i1, j1,j2,j3), where f(-), g(+), and A(-)
are injective functions. Furthermore, the operation band-
width of the proposed VTR-SISO-OFDM system depends
on the switch S;, and the variable operation bandwidths
(BWs,) for the proposed VIR-SISO-OFDM system are

Rps, =fs x M x
(23)

where Rp raw is the raw transmission rate, Rp qw =

BWs, = Ny, x Af

"Lengt —‘

= X
M
where Af is the subcarrier spacing, Af = ﬁ[—‘f, and BW is
the original operation bandwidth.

BW (24)

Nr’

2.3 The 3-stage decoder of the VTR-SISO-OFDM system
At the receiver, the received bit stream is reconstructed
by the demodulation process in the SISO-OFDM system.
Once the receiver obtains the estimated bit stream X’ the
proposed decoder proceeds to process the data.
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Figure 1b shows the proposed 3-stage decoder in the
VTR-SISO-OFDM system. First, the receiver utilizes the
switch configuration assigned by the transport layer to
determine the decoding route. For example, if S3 = 1, the
decoder closes the switch S3, and proceeds to decode x”.
The side information d” helps the arithmetic decoder 3 to
perform the first stage decoding process. In the first stage,
the arithmetic decoder 3 decodes X! based on the mini-
mum Hamming distance rule with the aid of Q3 and d.
Then, w” is generated through performing g~1(-) on K7,
c”, and ®,. Finally, we obtain the estimated source data
al after performing the inverse functions f~1(-) on the
estimated sequence w’ , the side information b7, and the
extra information ®; as shown in Equation (25).

al = 1w, b7, @)

. 25
=f e KT, T, @y), b7, @), 2

where f~1(wl,bT,®)) = {f~'(W;,b;, ®1),Vi} and
g’l(lv(T, I oy = {g’l(lvq, ¢i, ©2), Vi}. The entire decod-
ing procedure is listed in Algorithm 1. In Algorithm 1,
Dist{-} is the Hamming distance and s(i : j) means from
the ith sample to the jth sample in s.

3 The VTR-MB-OFDM system

In this section, a VITR-MB-OFDM system is proposed
using the multiterminal source coding scheme. The main
goal of the proposed VIR-MB-OFDM system is to design
a variable transmission rate system and to evaluate the
system performance under different conditions.
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3.1 The proposed VTR-MB-OFDM system and
transmission rate analysis

The proposed VIR-MB-OFDM system is shown in
Figures 2 and 3. In Figure 2, correlated information
sequences a’ and b7 are generated by repeated inde-
pendent drawings of a pair of discrete random variables,
where al =[ay,as,...,a;]= {a;}, bT =[b1,bs,...,b1] =
{bi}, ai € {1,2,...,A}, b € {1,2,...,B},i € {1,2,...,L},
and L is the total number of drawings. In the proposed
VTR-MB-OFDM system, f (-) is an injective function.
Thus, the entropies of f(ai,Sg - b;) and f(Sl - aij, by)
are

H(f(ai,Ss - b))

S —pli) logy (i), if S, =0,
) > Z,Blzl —plir,j1) - logy (p(in,j1), if S2 = 1,
H(f(Sy - ai, b))

Yo w1 - logy i), if S1 =0,

Y > Pl - logy(plin i), of Si =1
(26)

X-encoder encodesf(aT, Sy -bT) to xeTrlc
metic coding scheme, where the function f(-) maps each

pair (a;, Sy - b;) in (al, Sy - bT) to an unique value and the

using the arith-

Algorithm 1 The decoding algorithm for the 3-stage decoder

Initial Inputs: S;, X7, Qs,, @1, @2
1: fori=1toLdo

2 if S; is closed then
3 a; = argmin;, Dist {iT (1 : length (xfT(l.1 b;))) — xfT(i1 b,')}
<T _ =T T . =T
4 X' =X (length (xf(ﬁi,bi)> + 1 :length(x ))
5: else if Sy is closed then
6: w; = arg minmi2 Dist {iT (1 : length (ng(m, C,)>) — ng(m, c,)}
121 1 l2v 1
7: a; = f 1w, by, @1)
8: I =xT (length (ng(wi,Ci)) +1: length(iT)>
9: elsev
10: ki = arg min},i3 Dist {iT (1 : length (th(y dv)>) B th(y‘ d')}
13' () 13' L
11: 1;1//,' = g71 (ki, ci, o)
12: a; = 100, by, @1)
. <T _ =T T . <T
13: x'=x (length (xh(l?i,di)) + 1 :length(x ))
14: end if

15: end for
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length of xI depends on S;. Codebooks, Q, and Q, used

enc
T T
to generate x;,. and y;,. are

T
xf (0‘1:51)]

Q)20 = [(az, B2). f (a2, B2), p(f (a2, 52))'3’}(“2,,32)]

n=pfxA+mu
V2 =0y X B+ By,

Q1,9 = [ (@ B flan, B, @, ),

27)

where y; and y, are the row indices, @1 € {1,2,...,A},
B € {0,1,...,B}, ay € {0,1,...,A}, By € {1,2,...,B},

x! and y. are the codewords corresponding
Sfla1,B1) Sfe2,B2)
T

to the possible outcomes f(ozl,,Bl) andf(ag,ﬁz), Xone =

! e =Y 1 isfy th
X aT 5y bT)’ and yen, rsalpTy 1 order to satisfy the
criterion of digital modulation, a zero vector is padded to

the back of xI. . such that

enc

xZ ., if mod (X,M) =0,
xI =

> [XeTnC le(M— mod (X,M))] ’ lf mod (X, M) # 0,
(28)

T

I
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where X is the length of x ., M is the number of bits to
represent a symbol, mod ([M — mod (X,M)],M) is
the length of the zero padding vector, the length of xgg is
X+ mod ([M— mod (X,M)],M), X is

L .
Zi:l [1+ [—logy p(ai1], if S2=0,

X = L
Zi:l [1+4 [—log, p(ai, b)1], if S2 =1,
(29)
and the encoding rate (Renc«(s,]) of X-encoder is
A
Rencajo] = Y, [1+ [—log, p(i)1] - p(in),
i1=1
A B
Rencait) =y, > [1 4 [—log, plir,j)1] - plir, o).
i1=1j1=1
(30)

After xT is modulated, we obtain xr{l 4 and the bandwidth
of the 1“ band occupied by xI , is

BWja = Hﬂ - Af.

Y-encoder performs the same procedures to obtain yZ .
by replacingfr (aT, Sy - bT) tojAr (51 -afl, bT). Then we pad
a zero vector with length mod ([M— mod (Y,M)], M)
to the back of yZ _ in order to generate yZ;. The length of
yg;j isY+ mod ([M— mod (Y,M)],M). In addition,
the length of yZ , ¥, is

(31)

L
Zi:l [1 + |—_ logZP(biﬂ] ’ ifSl =0,

Y =
L
Zi:l [14 [—log, p(ai, b)1], if S1 =1,
(32)
and the encoding rate (Renc,(s,]) of Y-encoder is
B
Rencylo] = Y [1 4 T—log, p(i)1] - pin),
j1=1
A B
Rencyin) =y, Y [1+ [—log, p(ir,jin)1] - plin, jo).
i1=1j1=1
(33)
Thus, the bandwidth of the 2"¢ band is equal to
BWona = Y Af (34)
ond = M .

From Equations (30) and (33), when S; and S; are
equal to one, the lengths of two encoded bit streams, X
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and Y, are identical; moreover, the allocated bandwidths
of these two subbands, BWs« and BW,u, are also the
same.

Two serial-to-parallel (S/P) convertors are applied to
xr{l od and yr{l od before the N7-point inverse fast Fourier
transform (IFFT) operation. Then, in order to perform a
Nr-point IFFT operation, we insert a null band occupy-
ing Npun subcarriers, where Ny = N1 — rz)\(7] — I'%].
After the Nr-point IFFT operation, sgs is obtained using a
parallel-to-serial (P/S) convertor. A cyclic prefix (CP) with
length Ncp is inserted to the front of s ;¢ in order to reduce
the ISL Finally, s is transmitted using the radio frequency
(RF) components, where

sbs(i+Nr — Ncp), i=0,1,...,Ncp — 1

s2(), i=0,1,..., Ny — 1

(35)
The transmission bit rate of the proposed VTR-MB-
OFDM system is related to the switches S; and S.

Therefore, four different transmission bit rates (Ry[s, s,])
are

A ”Zle[ 1+ (- log2p<ai>1]1
b,[0 0] =

M

N ©1[1 4 [—log, p(b)1] Mk
M NT—{—NCP’
P ”Zf_ll L+ [ logzpwi)ﬂ
b0 1] = M
+ Zl 1[1+(—log2p(al,b)]] M-f;
NT+NCP’
R _HVZL 1[1+|— lngp(asz)]]—‘
b1 0] =
i 1+f—log2p(b>n M- f;
NT+NCP
R _”Zl L1 logy s b W
b,[11] =
n P 1[1+(—10g2p(a1,b)1] M-f;
NT+NCP‘

(36)
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Consider the data is transmitted over the AWGN
channel. At the receiver as shown in Figure 3, the received
signal r” is

!l =sT +nT, (37)

where n” is the AWGN noise. First, the receiver per-
forms the cyclic prefix removal on r7, the S/P operation,
and the Nr-point FFT operation on rsp. After the FFT
operation, symbols allocated in the specific subbands are
extracted, and then demodulated by the corresponding
signal demapper. xgem oq 18 generated using the informa-
tion from the first {1)\(—41 subcarriers, and ygem od is also
generated using the information from the (([)f—ﬂ + 1)th
subcarrier to the ((%1 + (A%l)th subcarrier. Then, xZT,
is obtained by removing mod (M — mod (X, M), M)
samples at the back of xgemod, and y! is also obtained
by removing mod (M — mod (Y, M), M) samples at
the back of y} .. Let us use x, to explain the decod-
ing process, and yZ, is decoded using the same procedure.
X-decoder decodes x, by minimizing the Hamming dis-
tances between codewords in the codebook Q, and the
partial bit stream in xZTr with or without help of the side
information through the switch S3, and then the esti-
mated source data a’ is obtained. In Algorithm 2, we
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describe the overall decoding process used in X-decoder
and Y-decoder.

4 Performance analysis and simulation results

We evaluate the performance of two proposed VTR-
OFDM systems, including the VTR-SISO-OFDM system
and the VITR-MB-OFDM system. Section 4.1 demon-
strates the performance of the proposed VTR-SISO-
OFDM system, and then the performance of the proposed
VTR-MB-OFDM system is demonstrated in Section 4.2.

4.1 Performance evaluation of the VTR-SISO-OFDM
system

Assume 10000 packets are transmitted using the VTR-

SISO-OFDM system and each packet contains 2000

encoded messages. Consider the source data and the side

information follow the same probability distribution p(z),

Z—A+1
pz=21=— ) (38)
Y, Z—-r+1)
where z is a random variable, z € {1,2,...,Z}, and

Zle (Z—Xx+1) is the total number of possible outcomes.
The source data al’ = {a;} is fed to the 3-stage encoder
in order to evaluate the system performance under three

Algorithm 2 The decoding algorithm for multiterminal source decoder of the proposed VTR-MB-OFDM system

Initial Inputs: szr, sz,

1: fori=1to L do

2 If S; = 1, decode the corresponding inputs with the side information; otherwise, decode the corresponding

inputs without the side information, where 7 € {3,4}.
3: if S4 = 0 then

4 j1=0

5: (ai,0) = argmin;, ;) Dist {xng (1 : length <xT
6: else

7: j1€{0,1,...,B}

8: (ai,j1) = argmin, j;) Dist {x;; (1 : length (xT
9: end if

10: if S3 = 0 then

11: ir=0

12: 0, b;) = arg miny;, j,) Dist {yg; (1 : length (yT
13: else

14: ipe{0,1,...,A}

15: (in, by) = arg miny;, j,) Dist {yg; (1 : length (yT
16: end if

17: xI =xL (length (xfT( le_'h)) + 1:length (xz;)>

18: yI =yl (length <yfT(i2,Bi)> +1: length(yZTr))

19: end for

] —x!

f(th))) f(il:jl)}
—x!

f(hvfl))) f(l'h/l)}

—vyr

f(izyiz))) yf(iz,jz) }
—vyr

f(izyl'z))) yf(iz,jz) }
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different transmission rates, where L = 2000. Assume
A = 100, and the maximum values in the side information
are given by B = 75, C = 50, and D = 25 or D = 5. The
probability density function (pdf) of source data, p(a;), is

A—ii+1

PRl S 39
pla; = i) N, (39)
where N; = 1%, (100 — iy + 1) = 5050. Then, the pdfs
of the side information are
B —jl +1
b' = j = =
pb; =j1) N,
C —jz +1
i) = — 1= 40
p(ci =j2) N, (40)
D—j3+1
di=jy)=—13""
pld; =j3) Ny
_ 75 . . _ 50
where N = 7% | (75—j1 +1) = 2850, N, = Y501 (50 —

ja+1) =1275,and Ny = Y _(D —j3 +1) = 325 or 15.
The mapping functions in the proposed 3-stage encoder,

f(a, B), g(a, B), and (e, B), are
f(a,8) = mod (@ +B,y)
g, B) = la — B|
h(e, B) = p(a, B),

where y is the maximum prime number in A + B and
p(a, B) is the joint probability function on («, 8). From
Equation (41), f(-) and g(-) are surjective functions, and
h(-) represents an injective function. After applying the
mapping functions to the input symbols and the side infor-
mation at each stage, the corresponding output symbols,
wl, kT, and eZ, are

(41)

w; = mod (a; + b;, 173)
ki =|w; — (42)
e; =p(ki, d;),

where y = 173. Moreover, the cardinalities of w’, k', and
el are W = 173, K = 172, and E = 172 x 25 or E =
172 x 5 depending on the value D. Thus, the transmission
rate of the output signal at the 2”? stage is the smallest,
because K is less than W and E. In addition, ®; and ®,
are chosen by satisfying:

&1 = {il(a; + by) = 175}

, (43)
Dy = {i|(w; — ¢;) < 0}.

Once the output symbols wl, kT, and eT are generated,
we apply arithmetic code to encode each symbol to the
specific codeword using the corresponding codebook at
each stage. Cardinalities of different codebooks Q; used to
encode symbols at each stage are A x B, W x C, and E.
Two bits for rate adjustment are added to the front of the
output in order to construct the input bit stream. Then,
we use a SISO-OFDM system with 16-QAM signal map-
per/demapper, 8192-point IFFT/FFT (N7 = 8192), and
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Ncp = 256 to transmit the data over the AWGN channel.
Assume the operating bandwidth of the communications
system is 20 MHz, and each sample is generated by a sam-
pling frequency 5 MHz. The raw transmission bit rate of
this SISO-OFDM system is 19.4 Mbps. In addition, the
subcarrier spacing, Af, is about 2.441 MHz.

Some system parameters of the proposed VTR-SISO-
OFDM system are listed in Table 1, where S, S2, and S3
indicate which route we choose. In Table 1, we evaluate
the entropies, encoding rates, used subcarriers, occupied
bandwidth, and transmission rates. First, we notice that
the encoding rates are greater than the entropies at each
stage. It is important that the transmission of the proposed
VTR-SISO-OFDM system is admissible under this condi-
tion. Furthermore, at the first two stages of the encoder,
the entropies, H(w;) and H(k;), and the encoding rates,
Renc,s; and Reng,s,, are almost the same, because the car-
dinality of w” is approximately equal to the cardinality of
k”. Then, the subcarriers used on average and the trans-
mission rates of the output signals at the first two stages
are also approximately equal because of this reason. At the
third stage, Table 1 also shows that we can obtain higher
encoding rates and higher entropies simply by increas-
ing D; however, we can also expect that the Hamming
distances between each two adjacent codewords become
smaller and smaller with increasing D. In addition, we
estimate the used subcarriers, the occupied bandwidths,
and the transmission rates at each stage using L - Renc,s,
instead of Leng,, because the entire packet transmission is
a stochastic process which means Leng, is not a constant,
and Renc,s, provides the average codeword length of pos-

sible output data samples. Furthermore, the rate factors,

L-Rene . .
(T'S‘] . NLT, at different stages are approximately equal

to 0.55, 0.675, and 0.8.

We demonstrate the performance of the proposed VIR-
SISO-OFDM system in Figure 4. In Figure 4, the SERs
of the proposed VTR-SISO-OFDM system at different

Table 1 System parameters of the proposed
VTR-SISO-OFDM system

S S S3

D=25 D=5
Entropy 74346 7.3323 11.7240 94815
Encoding rate 9 8.8570 13.2461 11.0735
(bits/sample), Renc,s,
Averaged number of used 4501 4429 6624 5537
subcarrier, PRS%S’—‘
Approximately allocated 11 10.8 16.2 135
bandwidth (MHz.),
E Ry
Transmission bit 10.7 10.5 15.7 13.1

rate (Mbps), Rps, =

LRencs: | . _f-M
M Nr+Ncp
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Figure 4 The performance of the proposed VTR-SISO-OFDM communications system at each stage with different D.

19 20 21 22

stages, S1, S2, and S3, are compared with the perfor-
mance of traditional uncoded OFDM system (TRAD).
The SER of traditional uncoded OFDM system implies
how many bits are incorrect. For example, under SNR =
19dB, there are almost four incorrect bits during each
packet transmission. If we transmit the data stream using
the route S1, zero SER is achievable when SNR is greater
than 19dB. Although we can transmit data stream with
higher rate using the route S3, there are approximate two
incorrect symbols under SNR = 19 dB. Reasons why we
have higher SER using the route Sz are the smaller Ham-
ming distances between each two adjacent codewords
and the error propagation during the entire decoding
process. By decreasing D, we obtain better performance
with lower transmission rate as shown in Table 1 and
Figure 4.

4.2 Performance evaluation of the VTR-MB-OFDM system
Assume 10000 packets are transmitted using the pro-
posed VIR-MB-OFDM system and each packet con-
tains 2000 correlated information sequences, a’ and
b”. After the correlated sequences are generated, we
apply the multiterminal source coding to encode a’
and b7 with or without the side information from each
other, and then these 2000 correlated sequences are
transmitted using two different subbands in MB-OFDM
system. Each subband is occupied by 1000 encoded
messages. In addition, the bandwidths and the transmis-
sion rates of these two subbands are not necessarily the
same.

Let A and B be equal to N, and then correlated infor-
mation sequences a’ and b’ are generated with 1000
independent drawings from ( h 1), where h? and 17 are

h'=|1,...,1,2,...,2,...,N—-1,N—1, N
~— e — — ——— —~—
N N-1 2 1
I'=| N.N-1LLN-1,...,2,...,2,1,...,1 |,
1 2 N-1 N
(44)
N is a constant, 1,...,1 means the number of 1sis N, L =
~——

N
1000, and the correlation matrix of these two sequences

h7 and 17 when N = 50 is

R 1 —09302
“ 09302 1 :

From the cross-correlation coefficient Ryy or Ry, hT
is highly correlated with 17, Each input pair (a;, b;)
is obtained by independent drawing from the row of
(h 1). The pdfs of p(a;) and p(b;) are

(45)

(@i = hy) = N-—h+1
PA=00 = NN+ 1)/2

N-[+1 (46)
pb; =1

TN-WN+D/2
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Moreover, the joint probability of p(a;, b;) is
OCCUR(A;, 1)
N-(N+1)/2’
where OCCUR(x) is the occurrence of x.
We evaluate the performance of the proposed VIR-MB-

OFDM system using two different mapping functions, and
these two mapping functions are

pla;=hy,b;=1) = (47)

le(a,ﬁ) =p(o, B) (48)
fZ(a’IB) = mod (Ol + ﬂ’ )/):

where y is the maximum prime number in 2 - N and
p(a B) is the joint probability function on («, 8). Thus,
fl() and fg() are injective functions. For the mapping
function f1( -), we choose N to be 10, because we can
achieve better performance using smaller N from the sim-
ulation results in Section 4.1. Then, A and B are equal to
10, and the number of distinct possible outcomes (4, 1;)
is 17. After applying the mapping function fi(-) to the
input pair (a;, b;) with different information interchanges,
the outputs are p(a;, So - b;) or p(Sy - a;, b;). As for the
mapping function f2(~), N is equal to 50, y is 97, and the
outputs of the input pair (a;, Sy - b;) or (S1 - a;, b;) are

mod (a; +S3-b;,97) or mod A(Sl -a; + b;, 97). Therefore,
the maximum output of the f>(a;, b;) is 51. The reason
we choose y to be the maximum prime number in 2 - N
instead of the maximum prime number in max(/; + [;) is
that messages can be decoded when a; > 47 or b; > 47
without any loss. In addition, the cardinalities of fl (ai, b))
and f’z(a,', b;) are greater than the cardinalities of a’ and
b7. Thus, for these two mapping functionsfl(-) andfz(-),
the system operates in a higher transmission rate in order
to fully utilize the available subcarriers.

Once the output symbolsf(aT, Sy-bT) andf(Sl al,pl),
are generated, we apply arithmetic code to encode each
symbol to the specific codeword using the correspond-
ing codebook, Q, and Qy, at each encoder. Cardinalities
of these two codebooks used to encode symbols at each
encoder are varying with respect to the mapping func-
tions and N. For the mapping function fl (+), the cardinality
of each codebook is 27; however, the cardinality of code-
books for the mapping function f’g(-) with larger N is 51.
Then, we use a MB-OFDM system with 16-QAM signal
mapper/demapper, 4096-point IFFT/FFT (N7 = 4096),
and Ncp = 256 to transmit the input bit stream over the
AWGN channel. Assume the operating bandwidth of the
communications system is 20 MHz, and each sample is
generated by a sampling frequency 5 MHz. The raw trans-
mission bit rate of this MB-OFDM system is 18.8 Mbps. In
addition, the subcarrier spacing, Af, is about 4.882 MHz.

Some system parameters of the proposed VTR-MB-
OFDM system are listed in Table 2, where x[ 0] means
Sy =0 andf(aT, 0) are encoded, y[ 0] means S; = 0 and
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Table 2 System parameters of the proposed
VTR-MB-OFDM system

prob, f1(-), N = 10
x[0] yl0] x[11(y[1])
Entropy 3.1036 3.1036 3.8950
Encoding rate (bits/sample), 4.5091 4.5091 5.3636
Renc = Rencx1s;1 OF Rencyfol
Averaged number of used 1128 1128 1341
subcarrier PR%—‘
Approximately allocated 55 55 6.5
bandwidth (MH2) [ L= | - af
Transmission bit rate (Mbps), 5.18 5.18 6.16
modaular, ?2(-), N =50
x[0] yLo] x[11(y[1])
Entropy 53790 53790 6.3344
Encoding rate (bits/sample), 7.8200 7.8200 7.8200
Renc = Rencxis,1 OF Rencylo]
Averaged number of used 1955 1955 1955
subcarrier "Mﬁ—‘
Approximately allocated 9.5 9.5 9.5
bandwidth (MHz) P R} Af
Transmission bit rate (Mbps), 8.98 8.98 8.98

_ | LRenc . fs-M
Ry = { M Nr-+Ncp

f(O, bT) are encoded, x[1] means S, = 1 andf’(aT,bT)
are encoded, and the system parameters of x[ 1] are equal
to the system parameters of y[ 1]. In Table 2, the encoding
rates are greater than the entropies. It is important that
the transmission of the proposed VIR-MB-OFDM sys-
tem is also admissible. In addition, the used subcarriers,
the occupied bandwidths, and the transmission rates are
estimated using L - Ren instead of X and Y for both map-
ping functions, because the entire packet transmission is
a stochastic process which means X and Y are not con-
stants, and Repc provides the averaged codeword length
of possible output data samples. Furthermore, two impor-
tant issues need to be addressed in Table 2. First, if the
mapping function at both encoders is f1(~), the system
parameters of x[ 0] are equal to the system parameters of
y[0]. This is because {a;} and {b;} have the same pdf. Sec-
ond, the system parameters of x[ 0], y[ 0], and x[ 1] are the
same using the mapping function f2(~), because fg(-) maps
the input pair (a;, Sy - b;) or (S1 - a;, b;) to a single value at
both encoders. For the mapping function f; (-), 4 different
switch configurations in [ S; S2] generate different trans-
mission rates to transmit correlated sequences {;} and
{b;}. Moreover, the rate factors of the proposed VIR-MB-
OFDM system are approximately equal to 0.55, 0.6, 0.66,
and 0.96.
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The performance of the proposed VIR-MB-OFDM sys-
tem over the noiseless channel is shown in Figure 5. We
evaluate the effects of 16 different switch configurations
to the system performance using two different mapping

functions, fl(-) and fz(-), at both encoders in Figure 5a,b,
respectively. If the mapping function f(-) is chosen, the
SER reaches to 0.5 or 1 when

[S1 821 #[00]
[S38S4] #[11]
[S3 S4] #[S1 8]

(49)
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Moreover, if the mapping function fz(-) is chosen, the SER
reaches to 0.5 or 1 when

[S18]=[11] (50)
or
[S1 821 #[00]
[S3 Sa] #[11] (51)

[S3 S4] #[S1 S2].

For [S; S2]=[0 0], the input pairs are mapped inde-
pendently. Thus, decoders can decode the estimated bit
stream correctly with or without the side information. In
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Figure 5 The performance of the proposed VTR-MB-OFDM system in the noiseless channel using two different mapping functions.
(@) f1(-) with switch configurations [ S7 Sy S3 Sal =[x x x x]. (b) f,(+) with switch configurations [ Sy S, S3 Sa] =[x x x x]. X means ‘0" or '1". Therefore,

16 different switch configurations [ Sy S, S3 S4] are considered.
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Figure 6 The performance of the proposed VTR-MB-OFDM communications system in the AWGN channel using two different mapping
functions. (a) ﬁ (+) with switch configurations [ Sy Sy S3 S41=[00 x x]. (b) ﬂ (+) with switch configurations [ Sy Sy S3 S41=[01 x x]. (c) ?1 (+) with
switch configurations [ S1 S» S3 S41=[1 0 x x]. (d) 7‘1 (+) with switch configurations [ S S S3 S41=[11 x x]. (e) ?2(~) with switch configurations

[S1 S5 S354]=[00xx]. (f) fg(-) with switch configurations [ Sy S, S3 541 =[0 1 x x]. (@) fz(-) with switch configurations [ Sy S, S3 S41=[10x x]. (h)
?2(-) with switch configurations [ Sy Sy S3 S41=[1 1 x x]. X' means ‘0" or "1". From Figure 6a-d, effects caused by 16 different switch configurations to
the system performance using the mapping function 2 (+) are evaluated, and then we also evaluate the effects caused by 16 different switch
configurations using the mapping function fz(-) to the system performance in Figure 6e-h.
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the case of [ S3 S4] #[ S1 S2] for both mapping functions,
decoders decode the estimated bit stream in a way differ-
ent from the way that encoders generate these encoded
bit stream. In addition, for the mapping function fz(-), the
reason we have the highest SER when [ S1 So] =[1 1] is that
the decoder can not map a single value back to the origi-
nal input pair {a;, l;,'} with or without the help of the side
information.

We demonstrate the performance of the proposed VTR-
MB-OFDM system over the AWGN channel using two
different mapping functions in Figure 6. The system per-
formance using the mapping function fi(-) is demon-
strated in Figure 6a—d, and then the system performance
using the mapping function fg(~) is also demonstrated in
Figure 6e—h. From Figure 6, the system performance over
the noiseless channel is the same as the system perfor-
mance over the noisy channel when SNR is greater than
19dB. Compared with the traditional uncoded OFDM
system, the proposed VIR-MB-OFDM system has at least
1 to 4dB gain in SNR to achieve the same SER. In addi-
tion, the proposed VIR-MB-OFDM system achieves zero
SER for some switch configurations when SNR is greater
than 19dB.

5 Conclusion

In this article, two variable transmission rate OFDM sys-
tems using network coding schemes are proposed, and the
performance of these two proposed systems is evaluated.
For the proposed VTR-SISO-OFDM system, the trans-
mission rate is adjusted by selecting the bit stream from
the output at different stages with different mapping func-
tions in the encoder; however, how an appropriate map-
ping function is chosen is important for the system per-
formance. In addition, the cardinalities of the side infor-
mation also affect the system performance. The larger
the codebook size, the less gain in SNR to achieve the
same performance as the uncoded communications sys-
tem. Thus, a trade-off between higher transmission rate
and better system performance is necessary. As for the
proposed VIR-MB-OFDM system, correlated sources are
simultaneously transmitted using different transmission
rates. Different switch configurations generate different
transmission rates at the transmitter and different system
performance at the receiver. Compared with the tradi-
tional uncoded OFDM system, simulation results show
the proposed VTR-SISO-OFDM system has at least 1 to
3 dB gain in SNR to achieve the same SER, and the pro-
posed VIR-MB-OFDM system has at least 1 to 4 dB gain
in SNR to achieve the same SER. In addition, for some
conditions, zero SER is achievable for both proposed sys-
tems when SNR is greater than 19 dB. Moreover, the rate
factors of these two proposed system vary from 0.55 to
0.96.
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