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Abstract

For future communication systems, filter bank multicarrier schemes offer the flexibility to increase spectrum utilization
in heterogeneous wireless environments by good separation of signals in the frequency domain. To fully exploit this
property for frame detection and synchronization, the advantage of the filter bank should be taken at the receiver
side. In this work, the concept of frequency domain processing for frame detection and synchronization is analyzed
and a suitable preamble design as well as corresponding estimation algorithms is discussed. The theoretical
performance of the detection and estimation schemes is derived and compared with simulation-based assessments.
The results show that, even though the frequency domain algorithms are sensitive to carrier frequency offsets,
satisfactory frame detection and synchronization can be achieved in the frequency domain. In comparison to time
domain synchronization methods, the computational complexity increases; however, enhanced robustness in shared
spectrum access scenarios is gained in case the described frequency domain approach is utilized.

Keywords: Preamble-based synchronization; Frequency domain processing; Filter bank multicarrier;
Offset-QAM OFDM

1 Introduction
The increasing practical interest in filter bank multicar-
rier systems for next-generation wireless communication
systems raises the demand for efficient synchronization
methods making use of the favorable frequency contain-
ment of the filter bank to improve robustness in spectrum
sharing scenarios. The focus of this work is on offset
quadrature amplitude modulation orthogonal frequency
division multiplexing (OQAM-OFDM), since this modu-
lation scheme provides optimal bandwidth efficiency with
respect to symbol density in the time-frequency grid [1].
Common data-aided synchronization schemes, e.g., [2],
use the time domain signal for symbol timing offset (STO)
and carrier frequency offset (CFO) estimation. In this
case, the analysis filter bank at the receiver is not involved
and the advantage of separation of subchannels offered
by the filter bank multicarrier systems is disregarded. As
a result, the time domain synchronization in spectrum
sharing scenarios needs to be enhanced, for example,
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by introducing a prefiltering stage, and its complexity
increases.
In [3], Stitz et al. make use of the analysis filter bank

for synchronization and propose a method based on a
training sequence embedded into each subchannel that
enables a per-subchannel evaluation of the received signal.
The authors showed that the interference from neighbor-
ing subchannels limits the estimation range of the CFO.
The task of STO correction is thereby left to a three-tap
equalizer, which lowers the demand for accurate STO esti-
mation. For that reason, only frame detection is consid-
ered. The same authors describe a pilot-based approach
for frequency domain synchronization in [4], proposing a
closed-form approach to STO and CFO estimation. The
training sequence is embedded as pilots in the payload
data, which results in a limited detection range when the
STO and CFO are estimated directly. In [5], Saeedi-Sourck
and Sadri utilize a modified preamble structure, which
has been originally proposed in [6], and that mitigates the
effect of self-interference by occupying only every second
subchannel. Closed-form CFO estimation is enabled by
the repetition of identical preamble symbols. The STO is
estimated based on the received energy in the frequency
domain as also mentioned in [6]. The STO estimation
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demands for a sample-wise demodulation of the received
preamble as well as for a sufficiently large gap between
preamble and payload to find the maximum of the met-
ric. Based on a reduced version of this preamble, the same
authors propose an iterative approach to CFO and STO
estimation in [7] that comes close to the maximum like-
lihood estimator. Both contributions, however, face the
drawback of sample-wise demodulation that leads to a
high complexity, for which reason they are not consid-
ered for comparison in this work. In [8], we proposed a
synchronization scheme that utilizes a similar approach
to preamble design compared with that of Saeedi-Sourck
and Sadri in [5] to minimize the effects of interference,
yet only symbol-wise demodulation of the received signal
is necessary for CFO and STO estimation. This leads to a
reduced complexity compared to sample-wise processing.
Additionally, our design reduces the gap of unused sym-
bols between preamble and payload by utilizing auxiliary
pilots to remove self-interference [4]. It enables the esti-
mation of offsets in a range that is comparable to common
time domain synchronization methods while keeping the
amount of training sequence overhead small.
In this work, the performance of the frame detection

algorithm and the Cramér-Rao vector bound (CRVB) of
the STO and CFO estimation are derived analytically
based on the proposed training sequence structure from
[8]. The performance of the proposed STO and CFO
estimation algorithms is evaluated against the CRVB fol-
lowed by the assessment of two different synchronization
concepts. The proposed concepts show an improved esti-
mation range compared to previously known frequency
domainmethods and achieve a performance that is similar
to the one of commonly used time domain solutions. The
focus of this analysis is on preamble-based direct estima-
tion algorithms due to their reasonable trade-off between
efficiency and complexity. For that reason, interference
cancelation techniques are not considered.
The paper is structured as follows. In Section 2, the

signal model including the preamble design is specified.
The detection and estimation metrics are introduced in
Section 3, followed by the analytical derivation of their
performance. Section 4 shows and discusses the results.
The conclusion from this work is provided in Section 5.

2 Systemmodel and preamble design
In OQAM-OFDM, the real and imaginary parts of the
complex-valued QAM modulated symbols are staggered
in time by half a symbol period T/2. The resulting real-
valued symbols dk,m are multiplied by the factor θk,m =
jmod(m+k,2), depending on the symbol index m and sub-
channel index k, enabling the real-field orthogonality of
the OQAM-OFDM symbols.
Modulation of the symbols dk,m with the synthesis filter

bank results in the time-discrete output signal

s[ nTs]=
∑
m

∑
k∈Ku

θk,mdk,mp[ nTs − mT/2] ej
2π
T knTs

(1)

with the sample rate of 1
Ts
. k is chosen from the set of avail-

able subchannelsKu, and T = KTs is the symbol duration
withK equal to the overall number of subchannels. p[ nTs]
is the time-discrete prototype filter function of length βT
with β representing the overlapping factor of the time
domain symbols. It is beneficial to use well-localized pulse
shapes in both time and frequency domains to reduce the
effect of self-interference due to synchronization errors,
to improve performance in doubly dispersive channels,
and to lower out-of-band emissions [1]. It is assumed
here that the filters’ transfer function only overlaps with
the adjacent subchannels. For a detailed analysis of the
OQAM-OFDM scheme and its properties, the reader is
referred to [9]. The received signal r[ nTs], which contains
the zero-mean circular-symmetric Gaussian noise η[ nTs],
can be described as

r[ nTs]= (h[ nTs] ∗ s[ nTs − τ ] )ej
2π
T νnTsejφ + η[ nTs] .

(2)

The STO τ is defined in integer values of Ts, and the
CFO ν is normalized with respect to the subchannel spac-
ing 1/T . A common phase shift is described by φ. For
the following analytical derivation, the channel impulse
response h[ nTs] is neglected. Passing the received signal
through the analysis filter bank yields the unsynchronized
demodulated symbols

d̃k,m =
∞∑

n=−∞
r[ nTs] p[ nTs − mT/2] e−j 2πT knTs (3)

=
∞∑

n=−∞
s[ nTs − τ ] ej

2π
T νnTsejφ

× p[ nTs − mT/2] e−j 2πT knTs + 	k,m

with the filtered noise samples 	k,m.
One of the critical issues related to frequency domain

processing is themismatch between synthesis and analysis
filter bank in the case of STO and CFO. The degradation
of the received amplitude of the signal and the introduc-
tion of interference from neighboring symbols put limits
on the performance of the frequency domain process-
ing [4]. By separation of the pilots in time and frequency
direction within the preamble, the self-interference is
reduced.
The preamble design that is utilized here has first been

presented in [8] and provides a trade-off between low self-
interference and an appropriate offset estimation range
for both STO and CFO. The preamble occupies every
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second subchannel only and every secondOQAM-OFDM
symbol for separation of the pilots. The pilot spacing in
time and frequency direction allows the STO and the nor-
malized CFO to be estimated in the range of {−T/4 +
Ts, · · · ,T/4 − Ts} and (−0.5, 0.5), respectively. An exam-
ple of the structure of a frame using the described training
sequence is given in Figure 1. A preamble design based
on a similar structure has been proposed for synchro-
nization in [5] where the preamble and the payload part
are completely separated by guard symbols to lower the
interference which results in additional overhead of the
training sequence. In our proposed preamble, auxiliary
pilots, described in [10], can mitigate the distortion of the
preamble symbols caused by the succeeding payload sym-
bols, facilitated by subtracting the pre-known interference
from the preamble symbols.
This interference from the surrounding payload sym-

bols is obtained prior to transmission with the help of the
distortion-free system response of the synthesis and anal-
ysis filter banks. Their use reduces the amount of guard
symbols needed between preamble and payload part to
a minimum while limiting the interference from the pay-
load part. It is worth to note here that sparsely occupied
preambles are also used for channel estimation for similar
reasons, as discussed in [11].
For the analytical treatment, the auxiliary pilots and the

payload part are not taken into account. The preamble is
defined as

bk,m =
{

λk , k ∈ K2 form = {0, 2}
0, otherwise (4)

with λk ∈ {−1, 1}. The subsetK2 ofKu only containsK2 =
Ku/2 subchannels with either even- or odd-numbered
indices out of the set of utilized subchannels Ku. Ku is
equal to the number of subchannels used for transmis-
sion. The sequence bk,m can be arbitrarily chosen and
optimized, e.g., to achieve a low peak-to-average power
ratio.
For the pilots in the preamble, we assume a pilot boost

factor of γ = 2
√
K/Ku ∈ R, resulting in dk,m = γ bk,m and

b̃k,m = d̃k,m. As a result from the sparse preamble design,
the factor θk,m is the same for each pilot symbol. Hence,
without loss of generality, the factor θ is assumed to be 1
and neglected in the following. Given this, (1) and (3) lead
to the signal model of the preamble, which is used in the
following for the analytical derivation of the CRVB. b̃k,m
describes the recovered but not synchronized preamble
pilots at the receiver after the demodulation.
As a result from the design of the prototype filter

function in OQAM-OFDM and the preamble structure
in Figure 1, the frequency domain samples b̃k,m can be
considered mutually separated. For that case 	k,m has
the same statistical properties as η[ nTs] as derived in
Appendix 1 from (3).

b̃k,0 = γ bk,0e−j 2πT kτ ejφ (5)

×
∞∑

n=−∞
p[ nTs − τ ] p[ nTs] ej

2π
T νnTs

︸ ︷︷ ︸
a0(τ ,ν)

+	k,0

Figure 1 Representation of the frame structure. Frame in the subchannel-symbol grid including the pilots, the auxiliary pilots, and the payload
data symbols.
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is obtained form = 0 and

b̃k,2 = γ bk,2e−j 2πT kτ ejφ (6)

×
∞∑

n=−∞
p[ nTs − T −τ ] p[ nTs − T] ej

2π
T νnTs + 	k,2

form = 2. b̃k,2 can be rewritten more compactly as

b̃k,2 = γ bk,2e−j 2πT kτ ejφ (7)

×
∞∑

n=−∞
p[ nTs − τ ] p[ nTs] ej

2π
T ν(nTs+T)

︸ ︷︷ ︸
a2(τ ,ν) = a0(τ ,ν)ej2πν

+	k,2.

a0(τ , ν) and a2(τ , ν) are functions of τ and ν and corre-
spond to the ambiguity functions of the prototype filter
function p[ nTs]. Furthermore, a0(τ , ν) and a2(τ , ν) only
differ in phase, and a(τ , ν) = |a0(τ , ν)| = |a2(τ , ν)| holds.
In the following, the parameters τ and ν are neglected for
readability. Reformulation of (5) and (7) inmatrix notation
yields

b̃ = γ ejφAEb + 	 (8)

with

A =
[
a0I 0
0 a2I

]
∈ C

W×W (9)

E =
[
diag[ e−j 2πT kτ ] 0

0 diag[ e−j 2πT kτ ]

]
∈ C

W×W (10)

	 =
[

	0
	2

]
∈ C

W×1 (11)

b =
[
b0
b2

]
∈ C

W×1 (12)

where W = 2K2 is the number of demodulated pream-
ble symbols, called observations in the following, that are
taken into account. In this notation, each row of a vec-
tor or matrix is related to one subchannel, denoted by the
index k. In (10), this index directly affects the value of the
diagonal elements of the matrix E. Furthermore, the def-
initions bi =[ . . . , bk−1,i, bk,i, bk+1,i, . . . ]T ∀k ∈ K2 and
	i =[ . . . ,	k−1,i,	k,i, 	k+1,i, . . . ]T ∀k ∈ K2 are used.

3 Detection and estimation
In this section, the metric for frame detection in the fre-
quency domain is introduced and analytically evaluated.
Furthermore, the maximum likelihood estimator (MLE)
for the CFO is presented and the MLE for the STO
is derived. The maximum likelihood estimation of the
symbol timing leads to an estimator with an insufficient
estimation range for which reason two alternative STO
estimators are motivated and described. In addition, the
CRVB is obtained as a lower bound on the variance of the
estimators.

In time domain processing, the commonmetric is based
on an auto-correlation window that is shifted sample-
wise. In frequency domain processing, a sample-wise shift
of the received signal requires a complete demodulation
process per sample shift, leading to a high complexity.
The focus of this work is on symbol-wise demodula-
tion to efficiently perform detection and estimation in
the frequency domain. Therefore, the processing is based
on the offset-afflicted received pilots b̃k,m obtained after
demodulation.

3.1 Frame detection
The preamble needs to be detected in the stream of
received symbols before estimation of the STO and CFO.
For the decision, the metric to acquire the preamble signal
is, as introduced in [12],

CA
b [m]=

∣∣∣∣∣∣
2
W

∑
k∈K2

b̃k,mb̃∗
k,m+2

∣∣∣∣∣∣ . (13)

Thereby, the superscript .A indicates that the absolute
value is taken. The power normalization is approximated
by

Qb[m] = 1
W

∑
k∈K2

(
|b̃k,m|2 + |b̃k,m+2|2

)
(14)

≈ 2
W

∑
k∈K2

|b̃k,m|2.

The index m is discarded in the following for readability.
The decision whether a preamble has been acquired or not
is performed on the rule

CA
b > ρQb (15)

where 0 < ρ < 1 defines the threshold value. It fol-
lows that the detected symbol index m̂ is equal to m, if
(15) is true. Two measures are of importance to charac-
terize the quality of the detection algorithm: probability
of missed detection Pmd and probability of false alarm Pfa.
Both probabilities depend on the decision threshold ρ.
The first one indicates the probability of a detection fail-
ure if a preamble is present but is not detected. The second
one provides the probability that a preamble is detected if
only noise is received.
We now focus on deriving a suitable threshold value

to achieve a desired Pmd, depending on the parameters
signal-to-noise ratio (SNR) and the number of observa-
tions W. The conditional probability that CA

b is below the
specific value ρQb is given by [13]

P
(
CA
b < ρQb

)
=
∫ ρQ

−∞
f
(
CA
b |Qb

)
dCA

b . (16)
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The detailed derivations of the probability density func-
tions (PDF) f (CA

b ) and f (Qb), and the conditional PDF
f (CA

b |Qb) are given in Appendix 2. Integration over Qb
provides the Pmd according to [13]

Pmd =
∫ ∞

0
f (Qb)

∫ ρQb

−∞
f
(
CA
b |Qb

)
dCA

b dQb. (17)

The Pfa can be derived for the case that only noise is
present and b̃k,m = 	k,m holds. Then, the metric C	 is
defined similar to (13) as

C	 = 2
W

∑
k∈K2

	k,m	∗
k,m+2 (18)

and Q	 can be approximated to

Q	 ≈ 2
W

∑
k∈K2

|	k,m|2. (19)

A false alarm occurs when the threshold is exceeded,
which can be formulated as follows

C2
	 > ρ2(Q	)2. (20)

Here, C2
	 = |C	 |2 has been chosen following [13],

which allows to simplify the calculation of the PDF.
Following the derivation of the PDFs in Appendix 2
and assuming independence of Q	 and C2

	 , the Pfa is
given by

Pfa =
∫ ∞

0
f (Q	)

∫ ∞

ρ2Q2
	

f
(
C2

	

)
dC2

	dQ	 . (21)

For the analytical derivation of the Pfa for the case that
payload symbols plus noise are present, the detectionmet-
ric is performed on the demodulated symbols b̃k,m. How-
ever, compared to the case with pure noise, the received
symbols are no longer normal distributed but depend on a
discrete modulation alphabet. A tractable analytical solu-
tion can be obtained only if we approximate the distribu-
tions with normal distributions, resulting in expressions
for f (Q	) and f (C2

	) that are equivalent to the case of
pure noise. Hence, this Pfa case is only evaluated based on
simulations in Section 4.

3.2 Frequency offset and symbol timing estimation
After frame acquisition, the symbol index m̂ character-
izing the start of the preamble sequence is known. As
a result, m̂ is set to zero in the following. Based on
the estimation of the first preamble symbol, a coarse

estimation of the CFO, which still suffers from intercarrier
and intersymbol interference, can be obtained:

ν̂ = 1
2π

∠

⎛
⎝∑

k∈K2

b̃k,2b̃∗
k,0

⎞
⎠ . (22)

The corresponding metric applied to two identical sig-
nal parts in the time domain yields the maximum like-
lihood estimator for the frequency offset, as derived
in [14] and also used in [5]. For small offsets, when
the influence of interference and amplitude degradation
can be neglected, the metric for the frequency domain
yields the MLE for the frequency offset. In case of larger
offsets, the estimator is influenced not only by noise
but also by interference from neighboring subchannels
and the misalignment of the transmit and receive fil-
ters. Hence, due to the simplicity and the optimality
in case of small offsets, the MLE from [14] is consid-
ered a useful and practical solution for frequency domain
estimation.
For the estimation of the STO in the frequency domain,

the relation

F{x[ nTs − τ ] } = Xke−j 2πT kτ (23)

holds with F{·} representing the discrete Fourier trans-
form (DFT) operation and the frequency domain samples
given by Xk . It follows that each received preamble symbol
b̃i contains information about the parameter τ and that it
can be evaluated individually.
The optimal STO estimator is derived from the signal

model in (8) as described in the following. The logarithm
of the likelihood function l, neglecting irrelevant additive
factors, is given by

ln
(
l(b̃|v)

)
= −

(
b̃ − γ ejφAEb

)H
C−1

	

(
b̃ − γ ejφAEb

)

= −Ts

σ 2
	

(
b̃ − γ ejφAEb

)H (
b̃ − γ ejφAEb

)
(24)

with the parameter vector v = [ τ , ν,φ]T , the covariance
matrix

C	 = σ 2
	

Ts
I (25)

and C	 being a subset of CK×K
	 where only the subchan-

nels with indices k ∈ K2 are captured, as reflected by the
preamble structure. The definition of CK×K

	 is given in
Appendix 1. Setting the derivative of (24) with respect to τ

equal to zero results in the maximum likelihood condition
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for the STO estimator. For one received preamble symbol
b̃i, it follows that

∂ ln
(
l(b̃i|v)

)
∂τ

= 0 (26)

= ∂

∂τ

(
−Ts

σ 2
	

(
b̃i − γ ejφaiEibi

)H

×
(
b̃i − γ ejφaiEibi

))

= ∂

∂τ

⎛
⎝−Ts

σ 2
	

∑
k∈K2

|b̃k,i − γ ejφaie−j 2πT kτbk,i|2
⎞
⎠

= ∂

∂τ

⎛
⎝−Ts

σ 2
	

∑
k∈K2

(
|b̃k,i|2 + |γ aibk,i|2

− b̃k,iγ e−jφa∗
i ej

2π
T kτb∗

k,i + b̃∗
k,iγ e

jφaie−j 2πT kτbk,i
))

=
∑
k∈K2

k
(
b̃k,ie−jφe−j 2πT kτb∗

k,i − b̃∗
k,ie

jφej
2π
T kτbk,i

)

with Ei ∈ C
W
2 ×W

2 equal to the upper left or lower right
submatrix of E, depending on the index i. The last step
of calculation is valid under the assumption of small time
and frequency offsets, i.e., ai = 1. From (26), it follows
that the condition for the MLE yields

∑
k∈K2

k|b̃k,i| sin
(
∠b̃k,i − ∠bk,i − φ − 2π

T
kτ
)

= 0.

(27)

For φ ≈ 0, the simplification sin(x) ≈ x can be made
and the closed-form expression of the MLE yields

τ̂MLE,i = T
2π

∑
k∈K2 k|b̃k,i|(∠b̃k,i − ∠bk,i − φ)∑

k∈K2 k
2|b̃k,i|

(28)

= T
2π

(∑
k∈K2 k|b̃k,i|(∠b̃k,i − ∠bk,i)∑

k∈K2 k
2|b̃k,i|

− φ
∑

k∈K2 k|b̃k,i|∑
k∈K2 k

2|b̃k,i|

)
.

Under the assumption that |b̃k,i| is approximately con-
stant in case of additive white Gaussian noise (AWGN)
and for a symmetric allocation of the subchannels,∑

k∈K2 k|b̃k,i| is zero and the MLE becomes indepen-
dent of the common phase shift φ. Merging the estimates
results in the MLE

τ̂MLE = 1
2
∑

i∈{0,2}
τ̂MLE,i. (29)

For K2 being a sufficiently large set or at sufficiently high
SNR, the MLE is unbiased [15]. The estimation of the
MLE is limited by the phase ambiguity of the subchannel
with the highest subchannel index k. Setting the maxi-
mum subchannel index |kmax| = K/2 − 1 into (23) yields
the phase of e−j 2πT ( K2 −1)τ to be smaller than π only for
|τ | ≤ Ts. Furthermore, the assumption that φ ≈ 0 is not
always justified, and therefore, the MLE is not considered
a practical option for STO estimation. Nevertheless, the
MLE will be used later in Section 4 for verification of the
CRVB.
The limitation of the estimation range can be overcome

by a suboptimal solution, in which the difference in phase
between two neighboring pilots of the same symbol at dif-
ferent subchannels is used. In the following, this method
is called closed-form estimator (CFE) and has been pro-
posed for embedded pilot symbols in [4]. The closed-form
expression for the estimation of τ is motivated by (23) and
formulated as

τ̂CFE = T
2π�k

∠

⎛
⎝ ∑

i∈{0,2}

∑
k∈Kp

b̃k,ib̃∗
k+�k ,i

bk,ibk+�k ,i

⎞
⎠ (30)

where �k = 2 is the difference in subchannel indices
of the pilots used in the preamble. The set of available
subchannel indices with Kp entries is Kp. Kp is a sub-
set of K2 that contains only those indices k where the
index k + �k is as well an element of K2. For the estima-
tion to hold, it is assumed that the coherence bandwidth
is sufficiently large, such that the pilots at indices k and
k + �k experience approximately the same phase of the
channel [4]. This assumption is not fulfilled in general
but is approximately valid as the results in Section 4 con-
firm. By utilizing a fixed pilot spacing of �k = 2 as a
result of the preamble structure, the STO estimation range
is −T/4 + Ts ≤ τ ≤ T/4 − Ts. Therefore, the CFE offers
a more practical solution compared to the MLE approach.
A solution for the condition E[ τ̂CFE]= τ , which shows
that the CFE is unbiased, could not be found in a sim-
ple way. For that reason, we focus on the noise-free case
only, which allows to illustrate that the estimate τ̂CFE is
unbiased. By applying b̃k,i = γ ejφaie−j 2πT kτbk,i on (30), we
obtain

τ̂CFE = T
2π�k

∠

⎛
⎝ ∑

i∈{0,2}

∑
k∈Kp

b̃k,ib̃∗
k+�k ,i

bk,ibk+�k ,i

⎞
⎠ (31)

= T
2π�k

∠

⎛
⎝γ 2|ai|2

∑
i∈{0,2}

∑
k∈Kp

ej
2π
T �kτ

⎞
⎠

= T
2π�k

∠
(
γ 2|ai|22Kpej

2π
T �kτ

)
= τ .
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Different to this closed-form expression of the STO, the
cross-correlation-based estimator (CCE), proposed in [8],
is based on finding the τ/Ts ∈ Z which maximizes the
absolute value of the cross-correlation b̃k,ie−j 2πT kτb∗

k,i. By
maximizing this expression, the ML condition in (27) is
minimized, which results in the metric

τ̂CCE = argmax
τ̃

⎛
⎝
∣∣∣∣∣∣
∑

i∈{0,2}

∑
k∈K2

(b̃k,ie−jπν̂i)(bk,ie−j 2πT kτ̃ )∗
∣∣∣∣∣∣
⎞
⎠
(32)

where the estimate of the CFO ν̂ obtained in (22) is used
to counteract the distortion effect of the CFO on the
cross-correlation. It is beneficial to choose the set of trial
values −T/4 + Ts ≤ τ̃ ≤ T/4 − Ts to be integer val-
ues of the sample duration Ts, which makes it different
from the closed-form estimations, where τ̂ can result in
any real number. Under the assumption that ν̂ = ν, it
is calculated in the following that τ̂CCE matches τ for
the noise-free case. If irrelevant scaling factors and phase
shifts are discarded for simplicity, it follows from (32) that

argmax
τ̃

⎛
⎝
∣∣∣∣∣∣
∑

i∈{0,2}

∑
k∈K2

e−j 2πT kτ ej
2π
T kτ̃bk,ib∗

k,i

∣∣∣∣∣∣
⎞
⎠ (33)

= argmax
τ̃

⎛
⎝
∣∣∣∣∣∣
∑

i∈{0,2}

∑
k∈K2

e−j 2πT k(τ̃−τ)

∣∣∣∣∣∣
⎞
⎠ .

The expression in (33) is maximized if τ̃ = τ which
indicates that the estimator is unbiased at high SNR.

3.3 Cramér-Rao vector bound
The Cramér-Rao vector bounds for CFO and STO esti-
mation can be derived as a lower bound on the estima-
tion performance of the discussed estimators. The CRVB
depends on the parameter vector v =[ τ , ν,φ]T [15]. The
derivation of the regularity condition, as a precondition

to the CRVB, is given in Appendix 3. The entries of the
Fisher information matrix F are derived, using the the log
likelihood function in (24), according to

F(i,l) = −E

⎡
⎣∂2ln

(
l(b̃|v)

)
∂vi∂vl

⎤
⎦ ∀i, l ∈ {1, 2, 3} (34)

where for F(i,i) the following identity holds [15]

− E

⎡
⎣∂2ln

(
l(b̃|v)

)
∂vi∂vi

⎤
⎦ = E

⎡
⎢⎣
⎛
⎝∂ ln

(
l(b̃|v)

)
∂vi

⎞
⎠

2⎤⎥⎦ .

(35)

The derivation of F is provided in Appendix 4. As a0
and a2 are determined by the pulse shape p[ nTs] and are
functions of τ and ν, their partial derivatives, and there-
fore F, have to be evaluated for different pulse shapes
individually. Depending on the pulse shape, the derivation
of a closed-form expression for the CRVB is difficult to
obtain. For that reason, we have opted to use a numerical
approach here. The CRVB is then given by the numerical
matrix inversion of F according to

CRVB(vi) = F−1
(i,i). (36)

Including a Rayleigh fading channel matrix in (8) leads to
the same lower bound on the estimation performance as
for the AWGN case.
A representation of the analytically derived root mean

square error (RMSE) over the offset plane is given in
Figures 2 and 3. The pulse shape p[ nTs] is designed
following the frequency sampling technique with an over-
lapping factor β = 3 and K = 32 and is defined in more
detail in Section 4. The RMSE is used as a measure for
the accuracy of an estimation. Given that the estimations
are unbiased, the CRVB is related to the RMSE according
to RMSE = √

CRVB. In the following, we will focus on

Figure 2 RMSE derived from the CRVB for the normalized STO τ/Ts plotted over the τ - ν offset plane. SNR = 0 dB.
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Figure 3 RMSE derived from the CRVB for the normalized CFO ν plotted over the τ - ν offset plane. SNR = 0 dB. The RMSE of the estimation is
strongly influenced by the CFO, while a STO only causes a minor degradation.

the two parameters τ and ν. φ, representing the common
phase shift, has no effect on the CRVB of τ and ν and is
therefore neglected.

4 Results and discussion
In addition to the analytically derived performance of
the preamble structure, the core algorithms are evaluated
based on simulations. Furthermore, synchronization con-
cepts are assessed by means of the bit error rate (BER).
Thereby, the following system parameters and simulation
settings are used if not stated otherwise.

• The number of subchannels K is set to 32 with
Ku = {1, 2, · · · ,K} and K2 = {2, 4, 6, · · · ,K}. It
follows that the number of all usable subchannels is
Ku = 32 and the number of subchannels occupied by
the preamble pilots is K2 = 16. For the simulation

results, presented in Figures 4, 5, 6, 7, and 8, the
number of payload symbols and auxiliary pilots is set
to zero. Otherwise, the number of OQAM-OFDM
payload symbols is set to four and 4-QAM
modulation is applied. The number of realizations
used in simulations is 105.

• The prototype filter p[ nTs] is designed following the
frequency sampling approach to filter design. We use
the filter introduced in [16], which is defined by the
overlapping factor β = 3 and the corresponding
design parameter equal to 0.91697069.

• The STO τ and the normalized CFO ν are assumed
to be uniformly distributed in the range of
{−T/4 + Ts,T/4 − Ts} and (−0.5, 0.5), respectively,
if not otherwise stated. For the case of Rayleigh
fading, τ refers to the delay of the rounded mean path
delay of each realization of the channel.

Figure 4 Theoretically derived Pmd and Pfa and simulation results forW = 32 and γ 2/σ 2
� = 1 in an AWGN channel.
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• The Rayleigh fading channel is emulated with an
exponential-decaying power delay profile according
to E[ |h[ nTs] |2]∝ e− 1

2n with n ∈ {0, · · · ,K/4 − 1}. A
normalization of the power delay profile with∑K/4−1

n=0 E[ |h[ nTs] |2]= 1 is applied. The channel is
static for each run but is varied between runs.

4.1 Frame detection
Beginning with the previously derived analytical expres-
sions for Pmd and Pfa, Figure 4 shows the comparison
of the analytical with the simulation-based results. The
analytical derivation of Pmd over the threshold value ρ

is based on the assumption that the STO and CFO are
small. To take the influence of the offsets into account,
two scenarios are considered in the simulations. Firstly,
the Pmd for the ideal case with no offset is evaluated,
shown as the lower solid curve in Figure 4. Secondly, the
offset-afflicted Pmd is plotted, represented by the upper
solid curve. The curve of the analytically derived perfor-
mance is lying in between these two. The analytical and
zero-offset results well agree with the results for the corre-
sponding time domain metric presented in [13]. Further-
more, it shows that in the presence of STO and CFO, the
detection rate degrades due to the amplitude degradation
of the received preamble symbols and the introduction of
interference.
The analytically derived Pfa, which assumes the pres-

ence of pure noise, is given by the upper dashed curve
in Figure 4. As observed from this figure, it provides a
pessimistic performance prediction compared to the out-
come of the simulations, given by the two lower dashed
curves. The difference stems from the approximations
made during the derivation of Pfa. For the simulation
results, two different scenarios are differentiated here. The
lower dashed curve states the detection performance in
the presence of pure noise, whereas the dashed line in
the middle specifies the case that offset-afflicted payload
symbols are received. For frame detection in time domain,
these two cases are considered equal, because the time
domain multicarrier signal is assumed to be distributed
according to a normal distribution, yielding similar char-
acteristics as the noise [13]. For the frequency domain
approach, however, this assumption is no longer valid, as
indicated by the simulation results.

4.2 Offset estimation
The evaluation of the estimation performance for STO
and CFO, which follows the frame detection process, is
discussed in this section. The analytical derivation of the
CRVB of the time domain estimation method, presented
in [2] and referred to as CRVBTD, is introduced here to
compare the lower bounds of the two approaches. The
CRVBTD can be written as [2]

CRVBTD(τ )

= (KTs)2

8π2WTDSNR
1[

1
Ku

∑
k∈Ku

(
k − 1

Ku

∑
k∈Ku k

)2]
(37)

and

CRVBTD(ν) = 3
2(πTs)2(WTD)3SNR

. (38)

A different preamble structure is used, which is defined
as dk,m = γ TDbTDk,m with the pilot symbols bTDk,m = λk , k ∈
Ku and γ TD = √

K/Ku. dk,m needs to be repeated with
m = {0, · · · , 2(β + 2) − 1} to create two identical signal
parts in the time domain. As can be seen from (37), the
CRVBTD(τ ) is related to the set of subchannel indicesKu,
which are bearing the training symbols. The CRVBTD(ν)

remains independent of it and only depends on the value
W, as given in (38). To compare the obtained CRVB for
frequency domain processing (36) with the CRVBTD of
the time domain solution, they have to be normalized
with respect to the overall power used. Taking into con-
sideration that OQAM-OFDM symbols are shifted half a
symbol period T/2, the resulting SNR is

SNR = Psample
Pnoise

= 2
σ 2
n

(39)

where Psample is the power per sample and Pnoise rep-
resents the noise power. For the boosted pilots of the
frequency domain preamble, the ratio of Psymbol and Pnoise
per utilized subchannel is

|γ |2
σ 2

	

= Psymbol

Pnoise
= 2K

Ku
SNR (40)

given that σ 2
n = σ 2

	 , as derived in Appendix 1. The
resulting processing gain of the frequency domain-based
approach can be intuitively explained: By processing only
the subchannels bearing a pilot, half the noise power
present at unoccupied subchannels is abandoned and not
used in the metric, whereas in the time domain metric, no
equivalent noise filtering takes place. The second param-
eter, which is important for the evaluation of the CRVB
and comparison between the time and frequency domain
methods, is the number of observations. While the time
domain estimate is based on WTD = 2K samples, we
have onlyW = Ku observations for the frequency domain
method. The relation between these two yields

W
WTD = Ku

2K
≤ 1

2
. (41)
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Figure 5 Comparison of the theoretically derived RMSE of the STO τ with simulation results. The STO is normalized with respect to the
sample time Ts . The CCE for AWGN shows no error for the given SNR range. Furthermore, the performance floor of the CFE as a result of the
self-interference has no effect on the estimation for the given SNR range.

Hence, the sparse preamble exhibits a loss of at least a
factor of 2 in number of observationsW, affecting the cor-
responding CRVB. For Ku = K , however, it can be shown
that the gains and losses compensate each other. It fol-
lows from this consideration that the frequency domain
CRVB is close to its time domain counterpart, as con-
firmed by looking at the two lower solid curves in Figure 5.
In Figure 5 and as well in Figure 7, the CRVB is shown for
τ = 0 and ν = 0.
The MLE for the STO (29) can achieve the CRVB for

high SNR values for the limited estimation range of−Ts ≤
τ ≤ Ts and in AWGN conditions. The results indicate
that the givenK2 and an SNR value of 21 dB are sufficient
for the MLE to be unbiased and asymptotically optimal

[15]. For verification of the derived CRVB, the MLE is
evaluated only in AWGN conditions. The CFE approaches
the CRVB but is suboptimal since a gap between the
RMSE of the estimation and the theoretical bound per-
sists even for high SNR values in case of AWGN. The
CFE does not account for the subchannel index k in (30),
as the MLE does in (28), and hence, it does not deploy
the complete received information. The performance of
the CFE is significantly lowered by the Rayleigh fading,
which results from the spread of received power over
multiple channel taps and the corresponding interaction
between different paths at the pilot positions in the fre-
quency domain. Additionally, the estimation is subject to
rounding errors as the CFE estimates the mean delay of

Figure 6 Analysis of influence of ν on STO estimation performance of CFE and CCE at an SNR of 6 dB. The CCE in AWGN results in no
observed error due to the integer trial values of τ̃ .
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Figure 7 Comparison of the theoretically derived RMSE of the estimation of the CFO ν with simulation. The CFO is normalized with respect
to the subchannel spacing.

the channel, which is compared to the rounded mean
delay of the channel. The CCE achieves a similar perfor-
mance as the CFE for the given reasons but is not subject
to rounding errors for the Rayleigh fading case. In the case
of AWGN and for the given number of realizations, the
CCE, based on the integer nature of the estimation τ̃ , pro-
duces no error. This complies with the observation that
the RMSE values of the closed-form estimators are well
below the rounding threshold of 0.5, where rounding the
residual error to the next integer would yield zero as well.
Since Figures 2 and 3 clearly suggest that the CFO has
the most dominant effect on the estimation performance,
the influence of the CFO on the RMSE is investigated in
Figure 6, where the performance of the CCE and the CFE
is shown over fixed values of the ν while τ is spanning
the complete range. In both cases, AWGN and Rayleigh

fading, the estimation of τ only weakly depends on the
CFO.
The proximity of CRVB and CRVBTD can as well be

observed in Figure 7 where the RMSE of the CFO esti-
mation is given. The CFO estimation in the frequency
domain shows a slightly higher bound which is assumed
to result from the different approximations used during
derivation. As a verification of the derived CRVB, theMLE
of the CFO is simulated with zero frequency offset and
a small timing offset of −Ts ≤ τ ≤ Ts. Figure 7 clearly
shows that the MLE yields the derived CRVB, suggest-
ing that the CRVBTD is too optimistic. The results for the
MLEwith offsets spanning the complete range show a per-
formance approaching the CRVB for low SNR, while for
higher values of the SNR, the RMSE runs into a perfor-
mance floor. In Rayleigh fading environments, the CFO

Figure 8 Analysis of influence of ν on CFO estimation performance of MLE at an SNR of 6 dB.
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estimator exhibits almost the same performance as in the
AWGN case and is only slightly degraded by the effects of
the channel. The performance floor is mainly due to the
remaining intrinsic interference from intercarrier interfer-
ence between pilot symbols in the presence of frequency
offsets and is the dominant impairment for high SNR, as
Figure 8 indicates. The position of the performance floor
is calculated in the Appendix 5 to be at 1.82 × 10−2. Even
though the CRVB degrades only slightly with increasing
CFO, the difference between the CRVB and the MLE is 1
order of magnitude higher for the maximum CFO close
to 0.5 compared to the case of zero CFO as a result of
the intrinsic interference. For the case that the CFO is
below 0.1, the MLE achieves the CRVB. This leads to the
conclusion, that given |ν| < 0.1, the resulting interfer-
ence is sufficiently small to obtain an estimate close to the
optimum.

4.3 Synchronization concepts
The results from Figure 8 suggest to consider two different
concepts as outlined in Figure 9 and in the following list.

• Concept 1. The demodulation of the received
samples is only performed once, and CFO estimation
and STO estimation are performed on the same,
unsynchronized demodulated signal.

• Concept 2. After demodulation, the CFO is
estimated, which will bring the residual CFO down to
±10% of the subchannel spacing as indicated in
Figure 8. After correcting the CFO in the time
domain based on the first estimate, the CFO can be
estimated a second time, now yielding an error below
2% according to Figure 8, which will significantly
lower the performance floor.

The two concepts are assessed in terms of achievable
RMSE in Figures 10 and 11 and by means of BER in
Figure 12 for the two relevant STO estimators CFE and
CCE. The frame structure used in the evaluation is the one
described in Figure 1.
In contrast to the previous evaluation of the core

algorithms, outliers showing an absolute error greater
than T/4 and 0.5 for the estimation of STO and CFO,

respectively, are considered as falsely detected and are not
included in the following results. The number of discarded
estimations of this kind is well below 1% in the case of
AWGN and below 5% in the case of Rayleigh fading chan-
nel conditions. The results from Figure 6 show only a
weak influence of the CFO on the STO estimation. Given
this observation, the difference between concepts 1 and
2 regarding the STO estimation does not vary signifi-
cantly, which is as well indicated in Figure 10. In the case
of concept 2 with CCE, one exception can be observed.
Obviously, the additional consideration of the CFO to
improve the estimation leads in some rare cases to timing
errors due to an erroneous compensation of the CFO in
(32) which could not be observed in the results for con-
cept 1. In all cases, the additional payload leads to a worse
estimation due to the increased interference. Figure 11
clearly shows that, in contrast to the STO estimation, con-
cept 2 offers a significantly lower interference-induced
performance floor for the CFO estimation. Comparing
the results for concept 1 and concept 2, it can be con-
cluded that concept 2 benefits from the smaller CFO after
the second demodulation, confirming the results in the
previous section. The evaluation of the BER, plotted in
Figure 12, assumes perfect channel knowledge in combi-
nation with a one-tap zero-forcing equalizer to recover
the data symbols, which are modulated using a 4-QAM
symbol constellation. It is assumed that the channel is
obtained at the preamble position, and the common phase
error is zero at this position. The residual CFO after
synchronization leads to a linearly increasing phase per
OQAM-OFDM symbol, which affects the demodulation
of the payload symbols. In general, it can be observed that
the difference between the CFE and the CCE is not sig-
nificant when it comes to BER. This can be explained by
the ability of the channel equalizer to effectively reduce
the distortion of the phase per subchannel caused by small
timing offsets. On the contrary, residual frequency offsets
result in a phase drift over time with a high impact on
the constellation diagram at receiver side if they are not
tracked. As a result, concept 1 approaches the BER floor at
2 × 10−2 in both AWGN and Rayleigh fading conditions.
The results for concept 2 indicate that the gain in CFO

Figure 9 Different methods for frame detection and estimation using the core algorithms discussed. The analysis filter bank (AFB) describes
the demodulation stage which provides the transition from time to frequency domain. Dashed lines indicate the passing of estimated CFO values,
and solid lines indicate the flow of received samples in time domain (single path) or symbols in frequency domain (parallel paths).
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Figure 10 Performance evaluation of different STO estimation methods versus SNR.

estimation accuracy is sufficient to get close to the ideal
BER performance for AWGN and to match it in Rayleigh
fading environments.
As a result, it can be shown that frequency domain syn-

chronization methods can cope with the offset-afflicted
self-interference and offer a system performance that
reaches the ideal case. To achieve this, it is sufficient
to estimate and compensate for the CFO in an ini-
tial stage to further improve the CFO estimation, while
the STO only needs to be estimated in the second
stage.

4.4 Computational complexity
The necessary demodulation process for frequency
domain processing imposes additional complexity to the
system compared with common time domain methods. In

this section, the cost of frequency domain processing and
the related algorithms is evaluated in terms of the num-
ber of complex multiplications needed to obtain frame
detection and synchronization. Operations that involve
additions are assumed to take significantly less resources
than multiplications and are thus not considered in the
complexity analysis. This holds similarly for taking the
absolute value and the angle of a complex number. Fur-
thermore, divisions and real multiplications are treated as
complex multiplications. The number of complex multi-
plicationsC is calculated forK/2 processed samples in the
time domain which corresponds to one OQAM-OFDM
symbol in the frequency domain. For the calculation of the
complexity, K2 = K/2 is assumed. The complexity for the
demodulation step in combination with the frame detec-
tion is labeled CAFB. As a time domain reference scheme,
a Schmidl & Cox-like metric [12] is chosen that can be

Figure 11 Performance evaluation of the CFO estimation for concepts 1 and 2 versus SNR.
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Figure 12 BER performance of the two concepts under AWGN and Rayleigh fading conditions. Each payload QAM symbol is modulated
using a 4-QAMmodulation alphabet.

used for frame detection and STO and CFO estimation.
Its complexity is labeled CS&C. The complexity for the
different STO estimation schemes CCFE i and CCCE i using
either concept 1 or 2 is indicated accordingly.

CAFB = K/2 log2(K) + βK︸ ︷︷ ︸
AFB = FFT + PPN

+ 2K2 + 1︸ ︷︷ ︸
frame detection

(42)

CS&C = 3K/2︸ ︷︷ ︸
frame detection and estimation

(43)

The complexity is calculated with regard to K/2 pro-
cessed samples. In the case of Schmidl & Cox, three com-
plex multiplications are considered per processed sample
for frame detection and STO and CFO estimation. Fur-
thermore, from the frame detection metric used in the
frequency domain processing, the CFO estimation can be
directly calculated and the CFO estimation is considered
to add no complexity here. The STO and CFO estimation
is not performed on each block of K/2 samples but is trig-
gered by the frame detection and is therefore processed
per detected frame.

CCCE 1 = (2K/2 + 1)K2︸ ︷︷ ︸
STO estimation

(44)

CCCE 2 = (2β + 2)(K/2 + K/2 log2(K) + βK)︸ ︷︷ ︸
CFO correction and demodulation

+K2 + 1 + (2K/2 + 1)K2︸ ︷︷ ︸
CFO and STO estimation

(45)

CCFE 1 = 2(K2 − 1) + 2︸ ︷︷ ︸
STO estimation

with Kp = K2 − 1 (46)

CCFE 2 = (2β + 2)(K/2 + K/2 log2(K) + βK)︸ ︷︷ ︸
CFO correction and demodulation

+K2 + 1 + 2(K2 − 1) + 2︸ ︷︷ ︸
CFO and STO estimation

(47)

From Figure 13, it becomes apparent that, compared to
the time domain metric, the frequency domain processing
adds complexity just in demodulation and frame detection
by a factor of 5. Using concept 2 adds a significant amount
of additional resources needed for both STO estimators,
CFE and CCE, by involving a frequency correction of the
(2β +2)K/2 samples in the time domain and their succes-
sive demodulation. The number of multiplications needed
for the CFE increases moderately with K for both con-
cepts, whereas the complexity increases significantly for
the CCE. This makes the closed-form STO estimator a
good choice, in particular when considering the fact that
there is no significant performance difference in BER for
the two STO estimators.

5 Conclusions
In this contribution, we showed that frame detection
and synchronization can efficiently and satisfactorily be
achieved in the frequency domain, taking advantage of the
analysis filter bank at the receiver side. Our analysis con-
cludes that, in theory, frequency domain synchronization
schemes achieve a similar performance as time domain
approaches. This is indicated by the Cramér-Rao bounds
that have been derived as part of this work. In practice,
the results reveal that the performance of the algorithms
strongly depends on the interference introduced by the
carrier frequency offset. This drawback is removed effec-
tively by the introduction of a frequency correction stage,
leading to a bit error rate that is close to the ideal one.
Even though the complexity analysis demonstrates that
the frequency domain approach calls for a significantly
higher computational effort, its advantage lies in shared
spectrum scenarios where frequency bands, which are
assigned to individual users or systems, can be synchro-
nized and processed separately.
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Figure 13 Computational complexity. Computational complexity of frame detection and STO and CFO estimation in number of complex
multiplications per processed OQAM-OFDM symbol.

Appendix 1
Definition of C�

The properties of the noise samples after passing through
the analysis filter bank are derived here. The time
domain noise vector n = [· · · , η[ (i − 1)Ts] , η[ iTs] ,
η[ (i + 1)Ts] , · · · ] with zero mean and circular symmetric
Gaussian noise leads to the diagonal covariance matrixCn

Cn = E
[
nnH

] = σ 2
n
Ts

I. (48)

Passing through the analysis filter bank, the noise sam-
ples are getting transformed. For the derivation, the filter
bank is formulated in the extended DFT representation,
as described in [17]. It utilizes a DFT matrix W of size
βK with subsequent weighting and summation of the
frequency bins by P to obtain the subchannel symbols.
P is constructed by circularly shifting the vector p =[
pfβ−1, · · · , pf1, pf0, pf1, · · · , pfβ−1

]
, about β entries to the

right for each row, starting with P(1, 1) = pf0.

P =

⎛
⎜⎜⎜⎜⎜⎜⎝

. . .
p 0
p

0 p
. . .

⎞
⎟⎟⎟⎟⎟⎟⎠ ∈ R

K×βK (49)

The filter coefficients pfi are derived from the frequency
sampling technique presented in [16]. Using this formula-
tion, the covariance matrix of the filtered noise is

CK×K
	 = E

[
(PWHn)(PWHn)H

]
(50)

= PWHE
[
nnH

]
(PWH)H

= σ 2
n
Ts

PPH = σ 2
n
Ts

(I + R) = σ 2
	

Ts
(I + R)

with the matrix R

R =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

. . .
0 α 0
α 0 α

α 0 α

0 α 0
. . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

∈ R
K×K . (51)

R has only non-zero entries on the first off-diagonals,
which are occupied by some value |α| < 1. Under the
assumption that p[ nTs] is, in good approximation, a per-
fect reconstruction pulse shape that overlaps only with the
subchannels directly adjacent to itself, PPH = I+R holds.
To distinguish between time and frequency domain

noise energy, σ 2
n is renamed to σ 2

	 for CK×K
	 in (50). Con-

sidering the structure of the preamble with only every
second subchannel occupied, the noise that adds to the
received pilot symbols after the analysis filter bank can
still be considered white Gaussian noise. Furthermore, it
is independent of the offset that affects the received pilot
symbols. This can also be understood intuitively by look-
ing at the transfer function of the prototype filter which
expands only over adjacent subchannels. Therefore, the
relevant covariance matrix is C	 , as defined in (25).
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Appendix 2
Derivations for Pmd and Pfa

For the derivation of the Pmd and Pfa, the distribution
of the metrics need to be calculated. Using the signal
model from (8), the correlation metric Cb[m], derived
from CA

b [m] in (13), can be written as

Cb[m] = 2
W

∑
k∈K2

b̃∗
k,mb̃k,m+2. (52)

Settingm = 0 and discarding the indexm for simplicity
in Cb[m], the metric Cb can be written in matrix notation
as

Cb = 2
W

b̃H0 b̃2 (53)

= 2
W

(γ ejφa0Eb0 + 	0)
H(γ ejφa2Eb2 + 	2)

which can be approximated for small values of τ and ν,
resulting in ai ≈ 1 and E = I. With the help of (4), it leads
to

Cb = 2
W

(γb0 + 	0)
H(γb2 + 	2) (54)

= γ 2︸︷︷︸
κ1

+ 2
W

γbH0 	2︸ ︷︷ ︸
κ2

+ 2
W

γ	H
0 b2︸ ︷︷ ︸

κ3

+ 2
W

	H
0 	2︸ ︷︷ ︸

κ4

.

φ is set to zero without loss of generality. For further
analysis, Cb is split into its real part CR

b and its imaginary
part CI

b, and their statistical properties are evaluated inde-
pendently for each summand κi, as described in [13]. It
follows for κ1 that 
{κ1} = γ 2 and �{κ1} = 0. Given 	 is
white Gaussian noise and 	R

0 = 
{	0} ∼ 	I
0 = �{	0} ∼

N (0, σ 2
	

2 ), κ2 and κ3 are i.i.d. normal distributed with the
variances and mean values according to


{κ2} ∼ �{κ2} ∼ 
{κ3} ∼ �{κ3} ∼ N
(
0,

σ 2
	γ 2

W

)
.

(55)
Using the central limit theorem for the evaluation of κ4
yields


{κ4} ∼ �{κ4} ∼ N
(
0,

σ 4
	

W

)
. (56)

Merging these results ends up in a normal distributed PDF
of CR

b and CI
b according to

f
(
CR
b
) = N

(
γ 2,

2σ 2
	γ 2 + σ 4

	

W

)
(57)

f
(
CI
b
) = N

(
0,

2σ 2
	γ 2 + σ 4

	

W

)
. (58)

Taking the absolute value of Cb according to CA
b =√

(CR
b )2 + (CI

b)
2 results inCA

b to be Rician-distributed. For

large values of W, the approximation f (CA
b ) ≈ f (CR

b ) can
be made due to the dominant influence of f (CR

b ) on the
distribution.
From (14), by discarding the index m and using the

matrix notation, it follows that

Qb = 2
W

(γb0 + 	0)
H(γb0 + 	0) (59)

= γ 2︸︷︷︸
ϑ1

+ 4γ
W

bH0 	R
0︸ ︷︷ ︸

ϑ2

+ 2
W

(	R
0 )H	R

0︸ ︷︷ ︸
ϑ3

+ 2
W

(	I
0)

H	I
0︸ ︷︷ ︸

ϑ4

.

Thereby, ϑ1 = γ 2 and ϑ2 ∼ N (0, 4γ
2σ 2

	

W ). ϑ3 can be
reformulated as

ϑ3 = 2
W

W
2∑

w=1
|	R

w|2 (60)

and modeled as a chi-square distribution according to
ϑ3 ∼ σ 2

	

W χ2
W
2
. The scaled chi-square distribution can be

transformed into a gamma distribution, which itself can
be approximated by a normal distribution with ϑ3 ∼
N
(

σ 2
	

2 , σ 4
	

W

)
for a large number of W. By using the same

steps, it follows for ϑ4 that ϑ4 ∼ N
(

σ 2
	

2 , σ 4
	

W

)
. Merg-

ing the results under the verified assumption that the
covariances of ϑi are zero leads to

f (Qb) = N
(

γ 2 + σ 2
	 ,

4γ 2σ 2
	 + 2σ 4

	

W

)
. (61)

The conditional PDF f (CA
b |Qb) can be calculated with

the help of [15], and its mean μ and variance σ 2 are given
by

μCR
b |Qb

= μCR
b

+
σ 2
CR
b ,Qb

σ 2
Qb

(Qb − μQb) (62)

σ 2
CR
b |Qb

= σ 2
CR
b

−

(
σ 2
CR
b ,Qb

)2

σ 2
Qb

(63)

with the covariance

σ 2
CR
b ,Qb

= E[CR
bQb]−μCR

b
μQb . (64)

After some calculations and with

E[CR
bQb] = γ 4 + γ 2σ 2

	 + 2γ 2σ 2
	

W
(65)
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the covariance is given by σ 2
CR
b ,Qb

= 2γ 2σ 2
	

W . Now (62) and
(63) can be expressed as

μCR
b |Qb

= γ 2

2γ 2 + σ 2
	

(Qb + γ 2) (66)

σ 2
CR
b |Qb

= σ 2
	

W (2γ 2 + σ 2
	)

(
2γ 4 + 4γ 2σ 2

	 + σ 4
	

)
(67)

and f
(
CA
b |Qb

) = N
(

μCR
b |Qb

, σ 2
CR
b |Qb

)
can be calculated

depending on W and the ratio γ 2

σ 2
	

. The ratio γ 2

σ 2
	

corre-
sponds to a signal-to-noise ratio per subchannel in the
frequency domain.
Concerning the derivation of Pfa, adapting (57) and (58)

to match (18) directly results in the following distributions
for the real and imaginary parts:


{C	} ∼ �{C	} ∼ N
(
0,

σ 4
	

W

)
. (68)

Modifying the decision rule to utilize the squared abso-
lute value of C	 results C2

	 to be chi-square distributed
with 2 degrees of freedoms according to C2

	 ∼ σ 4
	

W χ2
2 .

Then, the relation between the chi-square and the gamma
distribution leads to

f (C2
	) = �

(
1,

2σ 4
	

W

)
. (69)

From (61), it follows analogously for Q	 that

f (Q	) = N
(

σ 2
	 ,

2σ 4
	

W

)
. (70)

f (C2
	) and f (Q	) can be used to calculate the Pfa from

(21). It has been shown in [13] that σ 2
	 is only a scaling fac-

tor for f (C2
	) and f (Q	) resulting in Pfa to be independent

of the noise power.

Appendix 3
Regularity condition
Before beginning the calculation of the Cramér-Rao vec-
tor bound, the fulfillment of the regularity condition

E

⎡
⎣∂ ln

(
l(b̃|v)

)
∂vi

⎤
⎦ = 0∀i ∈ {1, 2, 3} (71)

needs to be assured. Thereby, (24) leads to

E

⎡
⎣∂ ln

(
l(b̃|v)

)
∂vi

⎤
⎦

= −Ts

σ 2
	

E

⎡
⎢⎢⎣ ∂

∂vi

⎛
⎜⎜⎝(b̃ − γ ejφAEb

)H (
b̃ − γ ejφAEb

)
︸ ︷︷ ︸

=	

⎞
⎟⎟⎠
⎤
⎥⎥⎦

(72)

with 	 =[	1,	2, · · · ,	W ]T as defined in (8). It follows
that

E

⎡
⎣∂ ln

(
l(b̃|v)

)
∂vi

⎤
⎦ = −Ts

σ 2
	

E
[

∂

∂vi

( W∑
w=1

	∗
w	w

)]
(73)

= −Ts

σ 2
	

W∑
w=1

(
E
[

∂	∗
w

∂vi
	w

]
+ E

[
	∗

w
∂	w
∂vi

])

= −Ts

σ 2
	

W∑
w=1

(
E
[

∂	∗
w

∂vi

]
E [	w] + E

[
	∗

w
]
E
[

∂	w
∂vi

])
.

In the last calculation step, the expectation can be taken
for each coefficient of the product ∂	w/∂vi	w indepen-
dently because ∂	w/∂vi and 	w are statistically indepen-
dent. With E [	w] = E

[
	∗

w
] = 0, the regularity condition

is fulfilled and the CRVB can be calculated for the given
problem.

Appendix 4
Fisher information matrix
The Fisher information matrix F is calculated from (34)
and application of the log likelihood function (24). The
matrix entry related to the estimation of τ , F(1,1), leads to
the expression

F(1,1) =E
[(

∂

∂τ

(
−Ts

σ 2
	

(
b̃ − γ ejφAEb

)H
(74)

×
(
b̃ − γ ejφAEb

)))2
]

=T2
s

σ 4
	

E
[(

−γ e−jφbH
∂EHAH

∂τ
	

− γ ejφ	H ∂EA
∂τ

b
)2
]

which is simplified by replacing b̃ − γ ejφAEb with 	 and
evaluation of the derivation. Further assessment of the
expression leads to

F(1,1) =T2
s

σ 4
	

E
[(

γ e−jφbH
∂EHAH

∂τ
	

)2
(75)

+
(

γ ejφ	H ∂EA
∂τ

b
)2

+ 2
(

γ e−jφbH
∂EHAH

∂τ
	

)(
γ ejφ	H ∂EA

∂τ
b
)]

.
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When taking the expectation, only the last summand
results in a non-zero contribution because E[ (	k,m)2]= 0
and E[	∗

k,m	k,m]= σ 2
	 . It follows that

F(1,1) =2γ 2T2
s

σ 2
	

(
bH

∂EHAH

∂τ

∂EA
∂τ

b
)

(76)

=2γ 2T2
s

σ 2
	

(
bH
(

∂EH

∂τ
AH + EH ∂AH

∂τ

)

×
(

∂A
∂τ

E + A
∂E
∂τ

)
b
)
.

Replacing ∂E
∂τ

with diag
(−j2πk

T

)
E and EHE = I produces

F(1,1) = 2γ 2T2
s

σ 2
	

(
bH
(
diag

(
4π2k2

T2

)
AHA (77)

+ diag
(
j2πk
T

)
AH ∂A

∂τ
+ diag

(
− j2πk

T

)
∂AH

∂τ
A

+ ∂AH

∂τ

∂A
∂τ

)
b
)
.

The upper and the lower half of the matrices can
be treated separately because the corresponding sym-
bols b0 and b2 are considered mutually independent.
When discarding the matrix notation and making use of
biHdiag

(−j2πk
T

)
bi = −j2π

T
∑

k∈Ku k, (77) results in

F(1,1) = 2γ 2T2
s

σ 2
	

(
4π2

T2
(|a20| + |a22|

) ∑
k∈Ku

k2 (78)

+ j2π
T

(
a∗
0
∂a0
∂τ

− a0
∂a∗

0
∂τ

+ a∗
2
∂a2
∂τ

− a2
∂a∗

2
∂τ

) ∑
k∈Ku

k

+
(

∂a∗
0

∂τ

∂a0
∂τ

+ ∂a∗
2

∂τ

∂a2
∂τ

)
W
)

with W the number of observations per symbol equal to
the elements used in the set of subchannelsK2.
Replacing ∂

∂τ
with ∂

∂ν
in (76) and further calculation

yield

F(2,2) = 2γ 2T2
s

σ 2
	

(
bH
(

∂AH

∂ν

∂A
∂ν

)
b
)

(79)

= 2γ 2T2
s W

σ 2
	

(
∂a∗

0
∂ν

∂a0
∂ν

+ ∂a∗
2

∂ν

∂a2
∂ν

)
.

For the derivation of F(3,3), the replacement of ∂
∂τ

with ∂
∂φ

in (74) leads to

F(3,3) = −γ 2T2
s

σ 4
	

E
[(
e−jφbHEHAH	 − ejφ	HEAb

)2]
(80)

= 2γ 2T2
s

σ 4
	

E
[(
bHEHAH	

) (
	HEAb

)]
.

Using the same argumentation regarding 	 as for the
calculation of (76), it follows that

F(3,3) = 2γ 2T2
s

σ 2
	

(
bH
(
AHEHEA

)
b
)

(81)

= 2γ 2T2
s W

σ 2
	

(|a0|2 + |a2|2
)
.

The off-diagonals are given in (82), (83), and (84). F(1,2) =
F(2,1) is derived from

F(1,2) = Ts

σ 2
	

E
[

∂

∂τ

∂

∂ν

(
	H	

)]
(82)

=−Ts

σ 2
	

E
[

∂

∂τ

(
γ e−jφbHEH ∂AH

∂ν
	

+ γ ejφ	H ∂A
∂ν

Eb
)]

=γ 2Ts

σ 2
	

(
bHEH ∂AH

∂ν

∂AE
∂τ

b

+ bH
∂AHEH

∂τ

∂A
∂ν

Eb
)

=γ 2Ts

σ 2
	

(
W
(

∂a∗
0

∂ν

∂a0
∂τ

+ ∂a∗
2

∂ν

∂a2
∂τ

)

+ j2π
T

∑
k∈Ku

k
(

∂a∗
0

∂ν
a0 + ∂a∗

2
∂ν

a2 − a∗
0
∂a0
∂ν

− a∗
2
∂a2
∂ν

))
.

F(1,3) = F(3,1) and F(2,3) = F(3,2) are derived in analogy
and result in

F(1,3) = −
(
W
(
a∗
0
∂a0
∂τ

+ a∗
2
∂a2
∂τ

− ∂a∗
0

∂τ
a0 − ∂a∗

2
∂τ

a2
)

(83)

+ j4π
T

∑
k∈Ku

k
(|a0|2 + |a2|2

)⎞⎠ jγ 2Ts

σ 2
	

F(2,3) =−jγ 2TsW
σ 2

	

(
a∗
0
∂a0
∂ν

+ a∗
2
∂a2
∂ν

(84)

− ∂a∗
0

∂ν
a0 − ∂a∗

2
∂ν

a2
)
.

Appendix 5
Performance floor calculation
Given the preamble structure from (4), the minimum
achievable estimation error only depends on the pulse
shape p[ nTs]. Therefore, the RMSEmin(ν) can be deter-
mined by looking at the ambiguity functions for a single
subchannel averaged over the offset range and possible



Thein et al. EURASIP Journal on Advances in Signal Processing 2014, 2014:83 Page 19 of 19
http://asp.eurasipjournals.com/content/2014/1/83

combinations of the preamble sequence bk,m from (4)
according to

RMSEmin(ν) = 1
2π

⎛
⎝ 1
nc

nc∑
c=1

1
nτ

T/4∑
τ=−T/4

∫ 0.5

ν=−0.5
ε2ν (τ , ν, c)dν

⎞
⎠

1
2

(85)

with the CFO estimation error εν(τ , ν, c) and the number
of possible combinations of the BPSK preamble sequence
nc. For the calculation of the minimum achievable RMSE,
the influence from four surrounding subchannels is taken
into account to capture the interference in the case of fre-
quency offsets. The error εν(τ , ν, c) depends on the com-
bination index c and the offsets τ and ν and is defined as
the difference in phase between the interference-free esti-
mate a∗

2(τ , ν)a0(τ , ν) and the interference-afflicted esti-
mate (a2(τ , ν) +ι2(τ , ν, c))∗(a0(τ , ν) + ι0(τ , ν, c))

εν(τ , ν, c)

= ∠
( a2(τ , ν)a∗

0(τ , ν)

(a2(τ , ν) + ι2(τ , ν, c))(a0(τ , ν) + ι0(τ , ν, c))∗

)
.

(86)

The interference from the neighboring preamble sym-
bols, summarized in the terms ιi(τ , ν, c), is calculated as

ι0(τ , ν, c) = a2(τ − T , ν)

+ (−1)c(a0(τ , ν + 2) + a2(τ − T , ν + 2))
+ (−1)
c/2�(a0(τ , ν − 2) + a2(τ − T , ν − 2))

(87)
ι2(τ , ν, c) = a0(τ + T , ν)

+ (−1)c(a0(τ + T , ν + 2) + a2(τ , ν + 2))
+ (−1)
c/2�(a0(τ + T , ν − 2) + a2(τ , ν − 2)).

(88)

In the considered case of K = 32 and the pulse shape
p[ nTs], RMSEmin(ν) yields 1.82 × 10−2, which is close to
the RMSE value that the performance floor in Figure 7
approaches.
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