Zhu et al. EURASIP Journal on Advances in Signal
Processing (2016) 2016:79
DOI 10.1186/513634-016-0377-4

EURASIP Journal on Advances
in Signal Processing

RESEARCH Open Access

A gradient-adaptive lattice-based

@ CrossMark

complex adaptive notch filter

Rui Zhu, Feiran Yang and Jun Yang"

Abstract

This paper presents a new complex adaptive notch filter to estimate and track the frequency of a complex sinusoidal
signal. The gradient-adaptive lattice structure instead of the traditional gradient one is adopted to accelerate the
convergence rate. It is proved that the proposed algorithm results in unbiased estimations by using the ordinary
differential equation approach. The closed-form expressions for the steady-state mean square error and the upper
bound of step size are also derived. Simulations are conducted to validate the theoretical analysis and demonstrate
that the proposed method generates considerably better convergence rates and tracking properties than existing
methods, particularly in low signal-to-noise ratio environments.
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1 Introduction

The adaptive notch filter (ANF) is an efficient frequency
estimation and tracking technique that is utilised in a wide
variety of applications, such as communication systems,
biomedical engineering and radar systems [1-12]. The
complex ANF (CANF) has recently gained much atten-
tion [13-20]. A direct-form poles and zeros constrained
CANEF was first developed in [13] with a modified Gauss-
Newton algorithm. A recursive least square (RLS)-based
Steiglitz-McBride (RLS-SM) algorithm was also estab-
lished to accelerate the convergence rate [14]. However,
both algorithms are computationally complicated and can
result in biased estimations.

To address this problem, numerous efficient and unbi-
ased least mean square (LMS)-based algorithms have
been developed, such as the complex plain gradient
(CPG) [15], modified CPG (MCPG) [16], lattice-form
CANF (LCANF) [17], and arctangent-based algorithms
[18]. However, all these LMS-based algorithms generate
a lower convergence rate than the RLS-based algorithms
do. Moreover, the upper bound of the step size in LMS-
based methods must be maintained within a limited range
to ensure stability; this range depends on the eigen-
value of the correlation matrix of the input signal. These
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drawbacks limit the practical applications of LMS-based
algorithms.

Several normalized LMS (NLMS)-based CANF algo-
rithms were established, including the normalized CPG
(NCPG) algorithm [19] and the improved simplified lat-
tice complex algorithm [20]. However, the former may
be unstable in low signal-to-noise ratio (SNR) condi-
tions, and the latter can only be used to estimate positive
instantaneous frequency.

In this paper, we develop a new CANF system based on
the lattice algorithm [21]. Instead of the traditional gra-
dient estimation filter, we proposed a normalized lattice
predictor that makes both forward and backward predic-
tions. This scheme reduces computational complexity and
enhances the robustness to noise influence. Furthermore,
convergence rate is improved significantly when com-
pared with conventional gradient-based or nongradient-
based methods without sacrificing tracking property.

A classic ordinary differential equation (ODE) method is
applied to confirm the unbiasedness of the proposed algo-
rithm. In addition, theoretical analyses are conducted on
the stable range of the step size and the steady-state mean
square error (MSE) under different conditions. Computer
simulations are conducted to confirm the validity of the
theoretical analysis results and the effectiveness of the
proposed algorithm.

The following notations are adopted throughout this
paper. j denotes square root of minus one. In[ -] denotes
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the principal branch of the complex natural logarithm
function and Imf{-} means taking the imaginary part of
a complex value. Z{-} and E{-} denote the z-transform
operator and statistical expectation operator, respectively.
8(-) represents the Dirac function. Asterisk % denotes a
complex conjugate and ® is the convolution operator.

2 Filter structure and adaptive algorithm

We consider the following noisy complex sinusoidal input
signal x(n) with amplitude A, frequency wo and initial
phase ¢o:

x(n) = AT 4 y(p), 1)

where ¢ is uniformly distributed over [0, 27) and v(n) =
vr(n) +jvi(n) is assumed to be a zero-mean white complex
Gaussian noise process. It is assumed v,(n) and v;(n) are
uncorrelated zero-mean real white noise processes with
identical variances. The first-order, pole-zero-constrained
CANF with the following transfer function is widely used
to estimate frequency wg: H(z) = % where 6
is the notch frequency and « represents the pole-zero
constrained factor and determines the notch filter’s 3-dB
attenuation bandwidth. The pole can remain in the unit
circle by restricting the value of «.

We now propose a new structure to implement the
complex notch filter. As shown in Fig. 1, the input sig-
nal x(n) is first processed by an all-pole prefilter H,(z) =
1/D(z) = 1/(1 + apz™!) to obtain so(n), where ag is
the coefficient of the all-pole filter. Then, a lattice pre-
dictor is employed to identify the forward and backward
prediction errors s;(#) and ry(n), respectively. The trans-
form functions from s; () and r1(n) to so(#n) are given by
Hf(z) = N(z) = 1+ koz™! and Hy(2) = z7!N*(2) =
ko* +z71 (ko being the reflection coefficient of the lattice
filter). To acquire the desired pole-zero constrained notch
filter, the following relations must be satisfied:
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Thus, 6 can be computed as 6 = Im{In[ —kp] }.

At this point, a normalized stochastic gradient algo-
rithm is derived to update the reflection coefficient ky. We
consider the following cost function:

1
I = 5Js[|s1<n)|2 +Irnm*], (4)

We replace cost function I with its instantaneous esti-
mation, i.e.,

N 1
Iw=13 (Is1m)|* + I (m)?). (5)

By taking the derivative of jfb with respect to 0(n), we
obtain

- dpn) dko(n) .
= Gkotn docm — s s (m} ©)

Considering that 0 (n) is real, the adaptation equation
can be written as

O(n+1) =06(n) + - Imfsy (n)so™ (n)}/£(n), (7)

where p is the step size and the normalized signal & (1) can
be recursively calculated as

E(n) = pE(n—1) + (1 — p)so™ (n)so(n), (8)

where p denotes the smoothing factor.

Table 1 shows the computational complexities of the
proposed algorithm and of four conventional methods
[14, 16, 17, 19]. Note that the complexity of the proposed
algorithm is comparable to that of LMS-based meth-
ods and lower than that of NLMS-based and RLS-based
algorithms.

3 Convergence analysis
We now use the ODE approach to analyse the convergence
properties of the adaptive algorithm, which has been

ko = —é, (2) applied to analyse several other ANF algorithms [17, 22].
Assuming that the adaptation is sufficiently slow and the
input signal is stationary, the associated ODEs for the

aog = akp. (3) proposed adaptive algorithm can be expressed as

x(n) s,(n) N\ s;(n) -
Input l |_/Output
-1
Z
rn\n
I l( ) >

Fig. 1 Structure of a first-order complex notch filter
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Table 1 Complexities of the proposed algorithm and of four
conventional algorithms

X + =+ sin&cos atan
Proposed 19 13 1 2 0
MCPG [16] 19 12 0 2 0
LCANF [17] 19 10 0 2 0
NCPG [19] 33 19 1 2 0
RLS-SM [14] 43 30 4 0 1
d -1
d*@(f) =& (0)f (0 (7)), )
T
d
?E(T) = G(0(7)) —§(1), (10)
T
where G(6(1)) = E{sp™(n)so(n)} and
f6(v)) = Im{E[s0™ (m)s1(n)] }
{ 1 [T S:(w)N(®) }
=Im{— ————dw
x D¥(e®)D(®)
il e
N 27 D*(e”)D(e/)
:AZN(e/‘”O) }
(@)
2 2w .
_ Im{ oy }+ A sin(wp 29)
1+« ’D(dwo)’
2w _
_ A~ sin(wg 9). (11)

|D(ei0)|®

Here, Sy (w) is the power spectral density (PSD) of x(n):
Sy(w) = 2mA%8(w — wo) + 0,2 [17] and the transfer
functions N(¢/“) and 1/D(e/®) are defined in the previ-
ous section where €/ is substituted by z. Since Eq. 9 is the
associated ordinary differential equation of the proposed
adaptive algorithm, according to [23], 6(n) will always
converge to the stationary point of Eq. 9 w1thout excep—
tion, and this stationary point must satisfy 4 Z0(1) =
&(t) is always positive; therefore, the stationary point of
0(n) converges to a solution of equation f(6(r)) = 0.
Based on Eq. 11, & = wy is the sole stationary point
over one period of the function. To confirm that the sta-
tionary point is stable, we choose a Lyapunov function

L(t) = [wo — 6(1)]2. L(r) > 0 for all r. Meanwhile,
dL(r) _ dLde
dr ~ dodr
_ —2A% sin(wg — (1)) [wy — 6(7)]
|D(e0) "€ (7)
<0 (12)
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is maintained for all 0(7) # wy. This equation implies that
L(7) is a decreasing function of 7 for |wy — 6(7)| < .
Thus, it is proved that 6(n) can always converge to the
expected frequency wq [23].

Now, we would like to compute the upper bound of step
size . Taking the expectation on both sides of Eq. 7, we

obtain
O(n+1) —0(m) = plm {E[so*(")sl(”)“ (13)
§(n)
where (1) = E{6(n)}. Expanding Eq. 8 yields
§m=1=p) Y p"so(n—m)ssn—m).  (14)

m=0

Taking ensemble expectations on both sides and assum-
ing that so(n) is wide-sense stationary, we have

n
. P _ m
Jim E[£(n)] = lim [(1 PP rso(O)]
m=0
= 15,(0), (15)
where
1 (7 1 2
75O = o | [T agero | %
A2 2
_ - (16)
|1+aoe—/“’0| l-«a
In each step, we consider that [24]
§(n) =rs,(0) + A&(n), 17)

where A&(n) is the zero-mean stochastic error sequence
that is independent of the input signal. By applying Eq. 17
and disregarding the second-order error, we obtain
1 —1
R 0 18
£(n) Ts, 0) (18)

By substituting Eqs. 11, 16, and 18 into Eq. 13, we get

— s (0)A&(n).

6n+1)—6(n) = ulm {E [so*(n)sl (n) (rgol (0)
- 20am)]|

wIm {E[So*(l’l)sl (Vl)’”gol 0] }

A2 sin(wg—0 (1))
‘1_a,y(é(n)—wo> ’2

%

- R '
‘1_(16;‘(9'(»1)—«)0) -«
sin(@—wg) .~ O—wo

Considering the approximations

\1_ae/<é—wo>f (-

and sin(d — wg) /(0 — wp) ~ 1 (for a small |¢9_ — w0|) [17],

we have
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HA?

wo—0(n+1) = (1 - AZHW) [wo—0(m)]. (19)

To satisfy }a)o —O(n+ 1)| < ‘a)o — 6(n)|, the step-size

1 should satisfy:

1-—ao,?
1+a A2

Furthermore, when SNR — oo or @ — 1, we have u €
(0, 2], which is independent of the input.

0<pu<2+ ). (20)

4 Steady-state MSE analysis

In this section, a PSD-based method [19, 25] is exploited

to derive the accurate expressions for the steady-state

MSE of the estimated frequency. As discussed in the

previous section, the estimated frequency can converge

to an unbiased value, ie,, lim 6(n) = wg. Defin-
n— o0

ing that AO(n) = 6(n) — wy, we obtain the following

two approximations: lim sin(Af(n)) ~ A6(n) and

n— o0
lim cos(Af(n)) ~ 1. Then, the steady-state transfer
n—oo

function from s1 (#) and sy (7) to x(n) can be written as:

, 1—290m _iAG(n)
WOy ~

Hy, () = T o (21)
4 1 1

Ho () = 1 ~ (22)

— e T 1 g
The input signal () in Eq. 1 is assumed to be composed
of a single frequency part and Gaussian white noise. Thus,

the steady-state outputs s;(#) and so(#) can be expressed
as:

S1 (l’l) = S5 (I’l) + Mg, (I’l), (23)

so(n) = 5 (n) + ngy (n), (24)

where 7, (1) and ng, (1) are the complex Gaussian parts of
s1(n) and so(n), respectively. By using Eqgs. 21 and 22, we
obtain

AN (n)e/@ortbo—7/2)

l—«a

55, () ~ ’ (25)

Ae/(@on+bo)
—_— (26)

Sso (1) N ———

By substituting Eqs. 23 and 24 into Eq. 7, the adaptive
update equation can be rewritten as

4
On+1) =0(m) + - ui(n), (27)

i=1

where
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= 2 ) 28
25w T A2/0—a’ + 02/ —a?) 28)
uy(n) = Im{ss,* (m)ns, (n)}, (29)
uz(n) = Im{ng,* (m)ny, (n)}, (30)
us (I’l) = Im{SSo*(n)ssl (1’1)}, (31)
and
ua(n) = Im{ng,* (n)ss, (n)}. (32)
Substituting Eqgs. 25 and 26 into Eq. 31 yields
A2A6(n)
O — 33
us(n) 1_ar? (33)
Meanwhile, Eq. 32 can be rearranged as
—iA A6 (n)e(@worn+eo)
ua(n) ~ Im(ng,* () f : ). (34)
-«
Then,
usz(n) A
ug(n) (1 — @) [Im(—jng,* (m)el(@on+90))|
A
(35)

Z e —
(1—a) |ng*(m)|
Assuming o is close to unity or the SNR is sufficient

u3(n) A
ua(n) = (1—a)|n50*(n)| > 1. Thus,

ua(n) in Eq. 27 can be neglected.

Therefore, by subtracting wo from both sides of Eq. 27
and assuming u(n) = wu;(n) + up(n) and B = 1 —
A%/ (1 — a)?, we obtain

AO(n+1) = BAO(n) + ju(n). (36)

With Eq. 36, the transform function from u(n) to A6 (n)
is written as:

large, it stands that

-1
iz
H, = —.
Hence, the MSE of the estimated frequency can be
expressed as [26]:

E{A6(m)*} = rag(0)

_ $ Huno(@Huno* (£) Ru()z dz
B 27j

(37)

, (38)

where R, (z) denotes the z-transform of r,,([), which is the
autocorrelation sequence of #(n) and can be calculated as:

ru(l) = E{u(k + Dhu*(k)}
=TIy )+ Ty, 0+ zruluz ), (39)
where

ruy () = E[ur(n + Dur (n)], (40)
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ruy (D) = Elua(n + Dus(n)],
and
Tuju, () = E[ur (n + Dua(m)] .
Thus R, (z) in Eq. 38 can be divided into three parts:
Ry(z) = Z{r,(D}
= Ry, (2) + Ry, (2) + 2Ry, (2),

where Ry, (2), Ry, (2), and Ry, 4, (z) denote the z-transform
of 7, (), 1y, (1), and 7,4, (1), which will be calculated in
what follows.

To get ry, (1), we transform Eq. 29 as:

(41)

(42)

(43)

Sso * (m)ns, (n) — Sso (n)ns, *(n)

ui(n) = T , (44)
J
and then Eq. 40 can be rearranged as:
4
1
iy () = Elin(n + D ()] = — ;pia), (45)
where
p1(D) = E sy, (n+ Dng, (n + Dsg,* (mng, (n) ), (46)
p2() = E{sy(n + Dng,*(n + Dsgy (mng, *(m)},  (47)
p3() = — E{sy,*(n+ Dng (n+ 1)
X0 (Mng, *(m)}, (48)
pa(l) = — E{ss,(n+ Dng,*(n+1)
X85 * (m)ns, (n) } . (49)

By using the results in Appendix A and considering that
s, (1) and ng, (1) are uncorrelated, we can rewrite Eqs. 46,
47,48, and 49 as

P (l) = §s50*sso*(l)§nsl ns) (l) =0, (50)

p2() = §s30550 (I)Cnsl*nsl*(l) =0, (51)

p3() = —rg (Drg (=D, (52)

pa) = —ro (~Drny (D), (53)
where

Tsy () = Efssy ()3, (n — D}, (54)

Tug, (1) = E{ng, (mng,*(n — D}. (55)
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Substituting Eqs. 50, 51, 52, and 53 into Eq. 45, we get
1
i) = 3 [15 Oy (<D + 75, (<Dra, O] (56)

Considering Eq. 26, Tsso (!) in Eq. 56 can be written as:

. AZejw()l
Tsso (D) = Efssy(m)ss," (n — D} = (1_70[)2' (57)
Substituting Eq. 57 into Eq. 56 yields
A2 [rnq (=D& 1, (l)e’j“’ol]
ru (D) = (58)

4(1 — a)?

The z-transform of both sides of Eq. 58 can be expressed
as:

2[Ry, (27160) + Ry, (ze0) ]

Ry (2) = 59
Note that Ry, (2) can be expanded as [26]:
Ry, (2) = Hy, (2)H, " (1/2*)Rp(2), (60)
-1
where R,(z) = Z{v(n)} = 02 and Hy, (z) = 11++akl(<)§z—1‘ Uti-

lizing the Taylor series expansion &2¢ = 14jA6+0(A6?),
we obtain
A%62(z—1)(1 —2)

Ry, (2) ~
@ 21 — )%z — &) (1 — a2)

(61)

Using the similar method of deriving Ry, (z), we get the
following results (see Appendix B for details)

4

[op
RLQ (Z) = 7‘/’

2(1 — a?) 62)

and

Ryju,(2) =0. (63)

Substituting Egs. 61, 62, and 63 into Eq. 38, finally we get

_9 Az(rv2 a;}(lfa)
E{A0(n)?} = [H‘ﬂ i 2“*’3)]
1+ B)A+a)1 —a)?

Equation 64 indicates that the estimated MSE is inde-
pendent of input frequency wo and smooth factor p.

(64)

5 Simulation results

Computer simulations are conducted to confirm the effec-
tiveness of the proposed algorithm and the validity of the
theoretical analysis results.

5.1 Performance comparisons

In the following two simulations, the proposed algorithm
is compared with four conventional algorithms [14, 16,
17, 19] under two different kinds of inputs, namely a
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fixed frequency input and a quadratic chirp input. The
input signal takes the form x(n) = @MW+ 1 y(n),
where ¢(n) is the instantaneous phase. The parameters
are adjusted to establish an equal steady-state MSE and an
equal notch bandwidth for all the algorithms. The initial
notch frequency value is set to zero for all the methods.

Figure 2 presents the MSE curves of five algorithms
with a fixed frequency ¢(n) = 0.4z at SNR = 10 and
0 dB, respectively. Note that the proposed algorithm out-
performs the other four algorithms. The NCPG algorithm
achieves the similar convergence rate as the proposed
algorithm at SNR = 10 dB while the former diverges at
SNR = 0 dB. This indicates that the proposed algorithm is
robust even at very low SNR conditions.

Figure 3 presents the tracking rate of the five algorithms
with a quadratic chirp input signal: ¢(n) = A (p1n +
pon?® + p3n®), where ¢p1 = —m/4, ¢y = 7/2 x 1073 and
¢3 = —m/6 x 107, Parameter A, is adopted to control
the value of chirp rate. For this case, the desired true fre-
quency can be obtained by d¢(n)/dn = Ac(¢1 + 2¢a2n +
3¢3n). Figure 3a depicts the tracking MSE obtained when
A. = 1, and Fig. 3b presents the MSE with an increased
chirp rate: A. = 2. The results imply that under the
non-stationary case, the proposed method can achieve
faster convergence speed than all the other four algo-
rithms. When tracking speed is concerned, we see that the
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RLS-SM method and the proposed method can maintain
an equally small MSE than the other three methods espe-
cially at the high chirp rate part. We checked each of the
learning curves of the NCPG algorithm and found that
this algorithm even diverges in some runs.

5.2 Simulations of steady-state estimation MSE

In the following four simulations, the simulated steady-
state MSE of the proposed algorithm is compared with the
theoretical results in Eq. 64 with different input frequency
o, SNR, pole radius o and step size u. The simulation
results are obtained by averaging over 500 trials.

Figure 4 displays the comparison of the theoretical and
simulated steady-state MSEs versus signal frequency wy
under two different SNRs (SNR = 60 and 10 dB). The
curves show that the theoretical MSEs can predict the
simulated MSEs precisely, and the steady-state MSEs are
independent of input frequency wy. We also see that a
higher SNR leads to a larger MSE.

Figure 5 exhibits the comparison of the theoretical and
simulated steady-state MSEs versus SNR under two dif-
ferent parameter settings: (1) « = 0.9, = 0.8 and (2)
a = 098, = 0.1. The proposed approach predicts
the MSEs well, although some discrepancies are observed
with @ = 0.9, = 0.8. That is because the CANF can
hardly converge when the SNR is very low.

——Proposed (i = 0.1)

——LCANF [17] (1 = 0.0023)

—— MCPG [16] (1 = 0.009)
RLS-SM [14] (x =0.2)
NCPG [19] (1 =0.1)

m -20
)
7
= -40
-60, 200 400

600

800 1000 1200

—— Proposed (1 = 0.1)
——LCANF [17] (1 = 0.0023)
——MCPG [16] (1 = 0.005)
RLS-SM [14] (x = 0.2)
NCPG [19] (1 =0.1)

WP PO P ST

A o NSRS G NP

400

0 200

SNR=0dB

600 800 1000 1200

Iteration Number
Fig. 2 Comparison of the convergence rates of the estimated MSE under two different SNRs (¢ = 0.9, p = 0.8, and 1000 runs):a SNR=10dB and b
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~
&
~
-
o
1

LCANF [17] (1 = 0.0023)
MCPG [16] (1 = 0.005)

o RLS-SM [14] (x = 0.2)
=) 30 ———NCPG [19] (z=0.1)
g - Proposed (z = 0.1)
=
-40
.50 " 1 M 1
0 500 1000 1500 2000
(b)
-10
—~ =20
m
A
& -30
=
-40 \ 7
.50 A L A J
0 500 1000 1500 2000

Iteration Number

Fig. 3 Comparison of the tracking behaviors for a quadratic chirp input under two different chirp rates (& = 0.9, SNR = 0 dB, and 1000 runs): a
comparison of MSEs when Ac = 1 and b comparison of MSEs when A = 2

Figure 6 illustrates the comparison of the theoretical and
simulated steady-state MSEs versus pole radius o. When o
decreases, the MSEs increase and the mismatch between
the theoretical and simulated steady-state MSEs is some-
what large. It is because Eq. 36 is derived on the basis of
the assumption that « is close to unity. When « is small,

-30r
-40 _0600-0-0-0060-0-0-0—0000-0-0-09990- :
-50 3
—_ X SNR = 60 dB (Simulation1)
2 6ot SNR = 60 dB (Theory1)
o © SNR = 10 dB (Simulation2)
%’ 70+ = = =SNR = 10 dB (Theory2)
-80F
R g R SRR R g e X g o —
-90 F X
-100 : : : .
-1 -0.5 0 0.5 1

Normalized Frequency

Fig. 4 Comparison of the theoretical and simulated steady-state MSEs
versus signal frequency wp at SNR =60 dB and 10 dB (&« = 0.9 and

©=08)

the assumption does not hold. This explains the mismatch
in Fig. 6. This finding implies that the theoretical MSE
remains valid when « is close to unity.

As shown in Fig. 7, the theoretical MSEs can predict
the simulated steady-state MSEs well particularly for . <
1.8 but the mismatch occurs when p approaches the up

40 E
204 X «a= 0.9, x=0.8 (Simulation1)
51 3¢ a=0.9, ux =0.8 (Theory1)
of O «=0.98, 1 =0.1 (Simulation2)
— = a=0.98, 1 =0.1 (Theory2)
-20
T -40¢
7]
2 -60
-80
-100 |
-120
-140 A !
0 20 40 60 80
SNR (dB)

Fig. 5 Comparison of the theoretical and simulated steady-state MSEs
versus SNR (wg = 027): (N = 09, u =08and Qo = 098,
n =01
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-40
5000 M T =
00000000 i o
- s o
-70 o)
\
& 80f ]
Z
w 90}
2
100 fx
XxxxxxxxxxxxXxxxx
110 x
X SNR =60 dB (Simulation1)
120 SNR = 60 dB (Theory1)
130 O SNR =10 dB (Simulation2)
) - - - SNR =10 dB (Theory2)
-140 1 :
0.75 0.8 0.85 0.9 0.95 1

Pole Radius «

Fig. 6 Comparison of the theoretical and simulated steady-state MSEs
versus pole radius & (wg = 0.27r, u = 0.1, and 500 runs): (1) SNR = 60
dBand (2) SNR=10dB

boundary of the step size. Moreover, it is noted that a large
step size yields a large MSE.

6 Conclusions

This paper has presented a complex adaptive notch fil-
ter based on the gradient-adaptive lattice approach. The
new algorithm is computationally efficient and can pro-
vide an unbiased estimation. The closed-form expressions
for the steady-state MSE and the upper bound of step
size have been worked out. Simulation results demon-
strate that (1) the proposed algorithm can achieve faster
convergence rate than the traditional methods particularly

Oor
X SNR =60 dB (Simulation1)
SNR = 60 dB (Theory1)
-220F | O SNR=10dB (Simulation2) ,
- - - SNR = 10 dB (Theory2) eo’o/o
QGee
<40t 000000Q00°-
—_ D—O‘QQ ===
m Oe-o
E e
w -60
(7]
=
80F
-100 |
-120 - =
0 0.5 1 15 2
Step Size u
Fig. 7 Comparison of the theoretical and simulated steady-state MSEs
versus step size u. (wo = 0.2, & = 0.95, and 500 runs): (1) SNR = 60 dB
and (2) SNR=10dB
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in the low SNR conditions and (2) theoretical analysis
of the proposed algorithm is in good agreement with
computer simulation results. By cascading the proposed
first-order gradient-adaptive lattice filters, the algorithm
can be extended to handle complex signal with mul-
tiple sinusoids, which will be the focus of our further
research.

Appendix A
Given complex sequences f (1) and g(n), we define a new
function g ([) as

L) =E{f(n+Dgm)}. (65)

Thus, for the input signal x(#) defined in Eq. 1, we have

Sxx(D) = Ef{x(n + Dx(n)}

— A2JNlE {eiZ(won+¢o)} + (0. (66)

Given that ¢ is uniformly distributed over [0, 27), we
have E{e/2@0"+90)} = 0, y(n) = v,(n) + jv;(n) is assumed
to be a zero-mean white complex Gaussian noise process
where v,(n) and v;(n) are uncorrelated zero-mean real
white noise processes with identical variances. Therefore,
we have the following relations:

2
m®=%ﬂ& (67)
2
mmz%um (68)
Ty,v; ) = rvl-vr(l) =0, (69)

where r, (/) and r,,(/) are the autocorrelation sequences
of v,(n) and v;(n), respectively. r,,,(/) is the cross-
correlation sequence of v,(n) and v;(n). Consequently, we
obtain

() = E[vin+ Dv(n)]
= rvr(l) — Ty ) + 2jrvrvi(l)
= 0. (70)

Substituting Eq. 70 into Eq. 66, we get

Zex(l) = 0. (71)

Suppose y(n) = h(n) ® x(n), where h(n) denotes the
impulse response of an arbitrary linear system. Then,
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Cy() = E[x(n+ Dy(n)]

=E |:x(n +0) Y h(kx(n — k):|

k=—o00

D h) U+ k)

k=—o00

D h(=K) el = k)

k=—00

h(D) ® Lax(D).

(72)
Moreover,

&y(D) = Ely(n+ Dy(n)]

E |:y(n +0 Y hkx(n - k)i|

k=—00

> h(OE [y + Dx(n — k)]

k=—00

D hk) Gy (—1— k).

k=—00

(73)

Substituting Eq. 72 into Eq. 73 and considering Eq. 71,
we get

Sy =h(=D) @ h()) @ Lux()) =0 (74)
By using Eq. 74, it is clear that
E{y(m)?) = §y(0) = 0. (75)
Appendix B
To get ry, ({), we transform Eq. 30 as:
) = "2 O 0D~ "), e
J
and then Eq. 41 can be rearranged as:
4
1
iy (1) = Elua 0+ Dua(m)] = — ; qi(0), (77)
where
q1(l) = E{ns,* (n + Dns, (n + Dng,*(mns, (m)},  (78)
q2(l) = E {ns, (n + D, *(n + Dngy (mns, *(m}, (79)
q3(D) = — E{ng*(n+ hng, (n + 1)
X Mg, (ﬂ)ﬂsl*(ﬂ)} ) (80)
and
qa(l) = — E{ngy(n+ Dng,*(n+ 1)
x 1, * (n)ng, (n)}. (81)
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By assuming that ny, (1) and #g, (1) are jointly Gaussian
stationary processes and utilising the Gaussian moment
factoring theorem [27], we get

q1() = cum(ng,*(n + 1), ng, (n + 1)
, I/ISO*(I’I), ng, (n)) + g, ng, (_l)rnsl 1, 0)

+rn51 s (O)Vnsl Mgy (0) + fn;‘o " 0] é-nsl Mgy o), (82)

where cum(-) denotes high order cumulants of the com-
plex random variables. We adopt the widely used inde-
pendence assumption [28], which tells that the present
sample is independent of the past samples. Thus, we have
cum(ng,*(n + 1), ng, (n + 1), ng,* (n), ns, (n)) = 0. And, fur-
thermore, considering g“y,;b ) () and Sy, (1) are all zero
(see Appendix A), g1 () in Eq. 82 can be rewritten as

q1 ) = g, ng, (O)rnsl 15, 0)
+rn51n30 (_l)rnslnSO ),
where Tgns, () = E{ns;(mng*(n — D)}, for i # j. Utilizing

the same method, we get

q2 ) = Prgyns, (O)rns()nsl 0)

(83)

‘|‘7"nSOnS1 (_1)7"rtsons1 ), (84)
g3(D) = =g (=Drug (D)
g, ng, (O)VnSOnsl (0), (85)
and
4 () = —rn (D1, (=D)
~Tng, ng, (O)VnSO gy 0), (86)

where 1, () = Efn,(mns,*(n — D}, i € {0,1}, and
Substituting Eqs. 83, 84, 85 and 86 into Eq. 77, we get

1
Ty, (l) = _E I:r”sl s 2(0) + rnSO Msy 2(0)
— 27y ngy (0 g, (0) = Ty (D1, (—1)
+ Frgons, (_l)rns()nsl 0 - Ty (_l)rnsl 0

+ g, ng, (_l)rnsl Mg (l):l . (87)

In the following part, the exact forms of Tng, ), Tng, ),
Tng, g, (1), and Tngyns, (I) are derived. Note that Ry, (2) can
be expanded as [26]

Ry, (2) = Hy, (2)Hy,*(1/2")Ru(2)
L, (k) (14K
= O'V — "

(1 + akoz ) (1 + (xkoz)
_ 01,2(1 —a) 1
A+ | 14 (k) 'z
1+« 1
l—a 1+akez!]’

(88)
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—1
where R, (z) = 02 and Hy, (z) = ﬁ;’;{% Since ry, (/) isa

two-sided sequence with the region of convergence given
by |ko| /¢ > |z| > « |ko, the inverse z-transform ofRnS1 (2)
can be expressed as

g () = 2% Ruy, ()72
2 1—
= e [kt
1
+1J:—Z8(1) ~ (—ako)u(d)], (89)

where u(J) denotes the unit step sequence. Using the same

method, we have

o} o1y
ray () = m[—(—(ozko) You—1-1)

~ (—ako)u )], (90)

2

l‘j:a [(—(ak;;)—l)’u(—z 1

1+
o

g Mgy ) =

+ a5(l)—i(—0lko)lu(l)], (91)

and
01,2 -1 o —
e [ o) et

+(—ako) u(l)] .

Ty ng, ) =

(92)

Substituting Eqs. 89, 90, 91, and 92 into 87, and taking
the z-transform on both sides we have

ok

Ry, (2) = Z{ru, (D} = 2(?1/012)' (93)
Substituting Eqs. 44 and 76 into Eq. 42 and considering
that s,, () is uncorrelated with 7, (n) and #,,(n), we have

Tuyuy (D) = %E{Sso (n+ DYE {ng,*(n + 1)
X [nS()* (I’l)}’lsl (Vl) - nSO (I’l)l’lsl *(l’l)] }
— Elss 4+ DIE [ 01+ D

x [ g, * (m)ng, (n) — ngy (Mng, * ()] } . (94)

Since s, (1) is a zero-mean stationary process, it holds
that 7,4, (1)=0. Thus we get

Ru1u2 (2) = Z{ru1u2 h}=o. (95)
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