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Abstract

The person re-identification is one of the most significant problems in computer vision and surveillance systems. The
recent success of deep convolutional neural networks in image classification has inspired researchers to investigate the
application of deep learning to the person re-identification. However, the huge amount of research on this problem
considers classical settings, where pedestrians are captured by static surveillance cameras, although there is a growing
demand for analyzing images and videos taken by drones. In this paper, we aim at filling this gap and provide insights
on the person re-identification from drones. To our knowledge, it is the first attempt to tackle this problem under such
constraints. We present the person re-identification dataset, named DRone HIT (DRHIT01), which is collected by using
a drone. It contains 101 unique pedestrians, which are annotated with their identities. Each pedestrian has about 500
images. We propose to use a combination of triplet and large-margin Gaussian mixture (L-GM) loss to tackle the
drone-based person re-identification problem. The proposed network equipped with multi-branch design, channel
group learning, and combination of loss functions is evaluated on the DRHIT01 dataset. Besides, transfer learning from
the most popular person re-identification datasets is evaluated. Experiment results demonstrate the importance of
transfer learning and show that the proposed model outperforms the classic deep learning approach.
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1 Introduction
Recently, person re-identification (re-id) problem has
attracted the attention of the computer vision commu-
nity due to its significant role in modern surveillance
systems. Moreover, the impressive performance of deep
convolutional neural networks (CNN) in the image classi-
fication task made deep CNN one of the most significant
tools for computer vision. It has caused the performance
push and has inspired researchers to collect and release
more complicated re-id datasets. In short words, person
re-id is about how to successfully find a person identity
in a database, where the database may contain only one
image of that person. It is important to carefully design
the network, which will be able to learn optimal features
for re-id task. However, re-id has been mostly studied in
default constraints, where images or videos were collected
by static CCTV cameras. But such cameras lack mobil-
ity and typically requires a big amount of time to set up
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and connect to the surveillance system. The current devel-
opment of quadrocopters and their high availability make
them a desirable choice for creating a surveillance system
in terms of mobility and price. In this paper, we study the
drone-based person re-identification problem.
Accompanied by deep learning, research on person re-

id has already achieved impressive performance on the
most popular re-id benchmark datasets. However, the
existed datasets are composed of images captured from
static CCTV cameras, although those cameras are part
of the existed surveillance systems, and the datasets were
collected under real-life conditions. It actually does not
cover all use-cases, under which person re-identification
may be required. For example, onemay want to use drones
to perform crowd analysis, such as object counting, object
detection, and person re-id. Moreover, static CCTV cam-
eras have their own disadvantages. For instance, it is
impossible to move it quickly and set up anywhere. They
require much more expertise to connect to the existed
surveillance system, from mount cameras to set up work-
ing places for security operators. Quadrocopter drones
do not have such disadvantages. Moreover, there is a rich

© The Author(s). 2019 Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the
Creative Commons license, and indicate if changes were made.

http://crossmark.crossref.org/dialog/?doi=10.1186/s13634-019-0647-z&domain=pdf
http://orcid.org/0000-0002-7317-7961
mailto: tianzhihong@gzhu.edu.cn
http://creativecommons.org/licenses/by/4.0/


Grigorev et al. EURASIP Journal on Advances in Signal Processing         (2019) 2019:54 Page 2 of 10

choice of drones in terms of hardware and prices. But,
there is a lack of research on person re-identification on
images or videos collected by drones. One of the signifi-
cant reason is the complexity of collecting and annotation
such datasets. It requires a large amount of time to process
and annotate images by a hand. In this work, we aim at fill-
ing this gap.We present the new person Re-ID dataset that
was collected around the university campus by a drone.
The paper contribution can be summarized as follows:

• The drone-based person re-identification dataset,
which is collected by using an unmanned aerial
vehicle (UAV). The dataset is different from the
existing re-id datasets in terms of angle of view, light
conditions, etc.

• We analyze the effectiveness of the transfer learning
for person re-identification problem and demonstrate
that a fine-tuning model from more suitable dataset
outperforms fine-tuning model from other datasets.

• We propose to use a combination of L-GM and
triplet loss functions to tackle re-id problem.
Experimental result shows that the proposed
combination of loss functions outperforms the
network trained with triplet loss only.

2 Related work
2.1 Person re-identification
Due to the ability of deep convolution neural networks
to learn the optimal features for person re-identification
task[1], it has demonstrated the impressive performance
in this problem. Pioneer work [1] has shown that the deep
learning methods outperform the classic re-id approaches
and do not require a user to create the hand-crafted fea-
tures. The person re-identification problem has attracted
the wide attention of the computer vision community.
Although a huge amount of work [2–9, 9–12] has been
done to improve the performance of the convolution neu-
ral networks in person re-id, it still remains a challenging
task, due to dramatic variations in human body poses,
light conditions, background clutter, etc. In classical set-
tings, pedestrians usually captured by many cameras that
mounted in the various places which leads to the different
body pose, huge variation in illumination, different image
sizes, occlusions, etc. Such problems force the computer
vision community not only to research and propose novel
methods to tackle the person re-id problem but to collect
and release the new re-id datasets to simulate the differ-
ent real-world scenarios as well. Thus, the large amount of
research is focused not only on extracting a better image
representation but creating new re-id datasets as well.
Recent studies in deep re-id are focused on several direc-
tions, such as combining the global and local features [2–
4], generative adversarial network (GAN)-based methods
[11, 12], metric learning [5–9], and video re-id [9, 10].

Some recent research was focused on the design of
the loss function [5–9]. Since the study [5], triplet loss
became the most widely used loss function in person
re-identification. It is designed to narrow the distance
between the positive sample pairs and push the nega-
tive sample pairs away within the batch. Quadruplet loss
[7] is the improved version of the triplet loss, which
considers not only the relative distance between the
positive and negative samples but the absolute distance
between them.
Methods [11, 12] based on GAN models are aiming

at increasing dataset size. The re-id datasets usually lack
cross-view paired training data and do not have rich pose
variations. The study [12] proposed to use GAN mod-
els to synthesize new training data with different poses
and extra information. It helped to increase network gen-
eralization and boosted performance. Another study [11]
used GAN to bridge the gap between different domains.
They collected and released a new large-scale dataset
and used GAN to transfer an image from a source to
the target by the coping style of the target dataset. It
increased the size of target dataset and boosted the final
performance.
Because of the growing demand for the application of

the re-id in real-world situations, the video re-id meth-
ods are aiming at performing person re-identification in
a video. The study [9] proposed a new loss function
to overcome the disadvantages of the softmax loss, and
the new network architecture to perform detection and
re-identification in one step. Zheng et al.’s [10] study pro-
posed a new large-scale video dataset for person re-id.
This study attempted to determine how object detection
can affect re-id performance.
The studies [2, 3] proved that combining global and

local features can boost performance of the model.
Extracting and matching local features are significant
issues as well. Many CNN-based approaches design two-
branches networks, where each branch independently or
jointly learns global and local features. Then, local fea-
tures are matched by employing pre-defined or learned
matches strategies. Methods based on pre-defined maths
strategy split image into fixed parts or provide extra infor-
mation about the image for such partition. For instance,
study [2] applied the region proposal network to extract
body regions and feed it to the network. Then, the micro
and macro body features are aligned across images. The
learned matches strategies [3] force network to learn
how to better align the local features across images. For
instance, study [3] proposed to perform automatic part
alignment during the learning. Li et al. [4] forced network
to pay attention to specific parts of images by using atten-
tion mechanics. In the inference stage, the local branch is
discarded and the only global branch is used to extract the
feature from image.
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2.2 Re-id dataset review
Recently, the computer vision community has spent a
huge amount of efforts to collect and release different re-
id datasets. However, some studies [13, 14] highlighted
that the current amount of datasets is still far from sat-
isfactory. Because a lot of existed re-id datasets does not
cover real-world use cases, for instance, study [13] points
out that the huge amount of research ignores the tem-
poral aspect of the re-id problem; existed algorithms are
usually evaluated on academic re-id datasets [15], where
pedestrians’ images are already extracted, while the real
surveillance system generates the gallery candidates on
the fly. The new datasets aim to be as close as pos-
sible to real-word re-identification scenario, but this is
still far from satisfactory, especially because of annotation
complexity. We briefly describe the most popular re-id
datasets.
The first effort to create a re-id dataset goes back to

2009. The ViPeR [16] dataset was collected by two cam-
eras, each of which captured one image per person. It also
provides the viewpoint angle of each image. It contains
632 identities and 1264 images, each image has a size of
128 × 48. The 3DPes [17] dataset was collected by 8 non-
overlapped outdoor cameras. It has 192 identities, 1011
images, which have different size. In video sequences, only
the bounding boxed of the first appearing frame of each
identity is provided. The PRID [18] dataset was collected
by 2 cameras. It has 385 trajectories from camera A and
749 trajectories from camera B. Among them, only 200
people appear in both cameras. It contains 24,541 images
with a size of 128×64. The CUHK01 dataset contains two
images for every identity from each camera. It contains
971 identities and 3884 images with a size of 160 × 60.
CUHK03 [1] is an extended version of the CUHK01.

Besides the camera pair in CUHK01, it has four more
camera pair settings. It has 1816 identities and 7264
images with a size of 160 × 60. The CUHK03 dataset was
the first attempt to collect enough data for deep learn-
ing. It provides the bounding boxes detected by using
deformable part models (DPM) and manually labeling.
It was collected by 5 camera pairs and contains 1467
identities and 13,164 images with different image size.
Market1501 [19] contains a large number of identities,
and each identity has several images from disjoin cameras.
This dataset also includes 2793 false alarms from DPM
as distracters to mimic the real scenario. Moreover, 500K
distracters were integrated to make the dataset large scale.
It contains 1501 identities and 32,217 images with a size of
128 × 64.
The MARS [20] dataset is an extension version of the

Market1501 [19]. It is the first large-scale video-based per-
son re-id dataset. All bounding boxes and tracklets are
generated automatically. It contains distracters, and each
identity may have more than one tracklets. It has 1261

identities and 1,191,003 images with a size of 125 × 128.
The PRW [10] dataset is an extension of the Markert1501
dataset as well. It was the first attempt to create a dataset
that can be used to evaluate person re-identification in the
wild, while we need not only to perform re-identification
of a person but his detection as well. The dataset contains
full frames with annotations. Therefore, one can evalu-
ate the effect of different person detectors. It contains 932
identities and 34,304 images with different size. Person
identities were labeled by hand.
The DukeMTMC [21] dataset is a large-scale heav-

ily labeled multi-target multi-camera tracking dataset. It
was collected by 8 cameras and also contains a lot of
extra information, such as full frames, frame level, ground
truth, and calibration information. It has 1812 identities
and 36,441 images with different image size. The person
search dataset [9] provides full frame access and a large
number of labeled bounding boxes. It tries to mimic the
real scenario of a person search. Therefore, to test this
dataset, a reliable person detector is needed. To make the
dataset more difficult, the gallery part includes frames
from hand-held camera and movies. It contains the low-
resolution and occlusion subset as well. It has 11,934
identities and 34,574 images with different size.

2.3 Collected datasets by drones
Numerous benchmark datasets have contributed to the
evolution of computer vision, such as Caltech [22], KITTI
[23], CityPersons [24], COCOPersons [25], CrowdHuman
[26], and the EuroCity Persons [27]. These datasets were
collected to evaluate human detection systems in different
real-world scenarios. They usually were collected by static
or moving CCTV cameras and include a huge amount of
samples to fully utilize advantages of deep convolutional
networks.
Drones equipped with cameras become highly in

demand in a wide range of applications, such as fast deliv-
ery, aerial photography, surveillance, and agricultural. Due
to wireless networks [28–30], they can be controlled
remotely. Traditional person detection datasets are not
usually optimal for dealing with sequences or image cap-
tured by drones, because they were collected by using a
fixed camera angle, scale, and view. Objects in images cap-
tured by drones typically are different in terms of scale,
size, and view angle (Fig. 1). It wasmentioned [31–34] that
research towards images captured by drones is limited by
the lack of publicly available datasets.
Some recent efforts [31–34] have been devoted to col-

lect datasets with a drone focusing on object detection
or tracking. Although [31–33] datasets are still limited
in size and covered scenarios, because of the difficul-
ties in data collection and annotation, they provide rich
insights about a drone’s data processing. The study [31]
proposes an aerial video benchmark dataset (UAV123)
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Fig. 1 Examples of images taken by UAV

for low-altitude drone target tracking which contains 123
video sequences. It provides the evaluation of the different
state-of-the-art trackers on data collected by the drone.
They used UAV to follow different objects at altitudes
varying between 5 and 25 m. The dataset also contains
low-quality video sequences to make the tracking even
more challenging. The study [32] presents drone-based
object counting approach. The authors collected large-
scale car parking dataset, which contains almost 90,000
cars in drone-based high-resolution images. It was cap-
tured from 4 different parking lots. The images were
collected with the drone view at approximate 40-m height.
Authors [33] employ drones to understand human trajec-
tories in crowded scenes. They collected a dataset which
contains images and videos of different types of targets
that are moving and interacting in a real-world university
campus. The dataset contains about 19,000 targets, such
as pedestrians, bicyclists, cars, skateboarders, and golf
carts. It contains information about targets’ interactions
as well.

3 Methodology and experimental settings
3.1 Data acquisition
We use a standard remote-operated quadrocopter to col-
lect data around the university campus. The drone was
flying at an altitude of about 25 m; it was equipped with
an HD camera with a video resolution of 1920×1080 pix-
els at 30 fps. The several video sequences were recorded
by a drone. Each video sequence contains about 5000

frames. We use the deep convolutional neural network to
detect pedestrians on captured videos. The special anno-
tation software was implemented to make the annotation
process more easy. We use it to label and extract identi-
ties by hand. A total of 101 unique pedestrians’ identities
are extracted, where each person has about 459 images
(Fig. 2).
Given the video sequence, the next step is to extract

and label pedestrians. We choose the Faster R-CNN [35]
with ResNet50 [36] backbone as an object detector and
use the Detectron [37] as the main framework for net-
work training and inference. RoiAlign [38] is used as the
ROI extraction method. RPN has sizes of (32, 64, 128, 256,
512). We train the detector on eyesky dataset [39], which
provides bounding boxes and annotations for persons and
pedestrians. Before training, the dataset is converted to
the COCO dataset [25] format, and each image is scaled
to 800 × 648 size. We train a model for 360,000 itera-
tions, with the base learning rate 0.01, which decays after
240,000 and 320,000 iterations by 0.1. It takes 2 days to
train amodel on a workstation with NVIDIAGTX1080TI.
The same settings are used for the inference; we also
remove detections with a confidence lower than 80%.

3.2 Large-margin Gaussian mixture loss
L-GM loss [40] was proposed as a better alternative to the
softmax cross-entropy loss for deep convolutional neural
networks in classification tasks. The proposed loss func-
tion assumes that the features of the training set come
from a Gaussian mixture distribution. L-GM loss com-
bines a likelihood regularization and a classification mar-
gin. According to the author’s experiment results, it shows
a better performance than softmax loss in classification
tasks.
Different from the softmax loss, the authors assumed

that the extracted deep feature x on the training set comes
from Gaussian mixture distribution:

p(x) =
K∑

k=1
N(x;μk ,�k)p(k), (1)

where
∑

k and μk are the covariance and mean of class k
in the feature space and p(k) is the prior probability of the
class k.
Thus, the conditional probability distribution of a fea-

ture xi given its class label zi ∈[ 1,K] can be written as:

p(xi|zi) = N (xi;μzi ,�zi) (2)

and posterior probability distribution is:

p(zi|xi) = N (xi;μzi ,�zi)p(zi)∑K
k=1N (xi;μk ,�k)p(k)

(3)
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Fig. 2 Examples of pedestrians’ images extracted by the object detector in the DRHIT01 dataset

Then, a classification loss Lcls can be expressed as the
cross-entropy between the posterior probability distribu-
tion and the one-hot class label:

Lcls = − 1
N

N∑

i=1

K∑

k=1
�(zi = k) log p(k|xi)

= − 1
N

N∑

i=1
log

N(xi;μi,�zi)p(zi)∑K
k=1N(xi;μk ,�k)p(k)

,

(4)

where � is the indicator function, which equal 1 of zi
equals k, or 0 otherwise. Tomake sure the training samples
fit the assumed distribution, the authors introduced a like-
lihood regularization term. The likelihood for complete
data set can be written as:

p(X,Z|μ,�) =
N∏

i=1

K∏

k=1
1(zi = k)N(xi;μzi ,�zi)p(zi)

(5)

The likelihood regularization term is defined as the nega-
tive likelihood:

log p(X,Z|μ,�) = −
N∑

i=1
(logN(xi;μzi ,�zi)+ log p(zi))

(6)

And the likelihood regularization Llkd can be expressed as:

Llkd = −
N∑

i=1
logN(xi;μzi ,�zi) (7)

The proposed GM loss LGM is defined as:

LGM = Lcls + λLlkd, (8)

where λ is a non-negative weighting coefficient.
The contribution of xi to the classification loss is:

Lcls = − log
p(zi)| ∑zi |−

1
2 e−dzi

∑
k p(k)|

∑
k |− 1

2 e−dk
(9)

dk = (xi − μk)
T

−1∑

k
(xi − μk)/2 (10)

The classification loss Lcls with margin can be formulated
as follows:

Lmcls,i = − log
p(zi)| ∑zi |−

1
2 e−dzi−m

∑
k p(k)|

∑
k |− 1

2 e−dk − 1(k = zi)m
(11)

3.3 Evaluation methodology
The problem settings in person re-identification can be
abstracted as follows. Given a photo of the person of
interest, which is often called the query or probe, and a
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collection of images, which is called the gallery, an algo-
rithm is required to rank the gallery images according to
their similarity with the query photo.
Cumulative Matching Characteristics (CMC) curves are

the most popular evaluation metrics for such problem set-
tings. Consider a simple single-gallery-shot setting, where
each gallery identity has only one instance. For each query,
an algorithm should rank all the gallery samples according
to their distances to the query from small to large, and the
CMC top-k accuracy is

cmck =
⎧
⎨

⎩
1 if the query identity is contained in the top-k ranked gallery samples,
0 otherwise,

(12)

which is a shifted step function. The final CMC curve is
computed by averaging the shifted step functions over all
the queries.
Mean average precision (mAP) is the average of the pre-

cision value across all queries’ average precision. Because
the target can appear in multiple cameras, which means
the model cannot be represented by rank-1 rate only, by
using the mAP, the algorithm can evaluate the perfor-
mance from rank-1 to rank-n. In order to calculate mAP,
we need to perform the following steps:

1 Calculate the precision. For some query, we return
the arranged set of gallery images, where we consider
only the first n images. Then, we calculate the
precision by tacking into account how many query
images contain in n (we define it as T). Thus,
P(n) = T/n

2 Calculate the average precision. For the first K query,
remember sequences of arranges results set M.
Calculate the average precision; thus,
APk = ∑

(P(I)/M), where i ∈ {i1, i2, . . . , iM}.
3 Calculate the mean of the average precision for all

queries. Thus,mAP = ∑
K (APK/N).

3.4 Transfer learning
Transfer learning [41–43] is a common approach to han-
dle lack of training data in a dataset. It is widely believed
that networks trained on the ImageNet dataset [44] are
able to learn general features from it; then, this network
can be fine-tuned on other datasets for a specific task such
as face recognition [45, 46], classification [47–49], detec-
tion [50, 51], and visual tracking [52–54]. Therefore, it
makes transfer learning an essential approach, especially
for the small datasets. The performance of the person
re-id suffers from the many challenging issues, such as
pose and viewpoint changes, complex scenes, and differ-
ent illumination. Different re-id datasets usually exploit
the different real-world scenarios, and the existed domain
gaps between datasets influence the re-id performance.
For instance, the model trained on one dataset does not

produce good results when tested on other datasets [11].
Such domain gap forces us to carefully choose the datasets
we want to fine-tune from.
Due to a large amount of data, the ImageNet dataset

is usually used to train network to learn general features.
Then, the pre-trained network is fine-tuned on a spe-
cific computer vision dataset. The fine-tuning typically
demonstrates the higher performance, than a network
trained from random initialization [41]. The pre-trained
networks are available for the computer vision community
and help to decrease the amount of work. To demonstrate
the effectiveness of transfer learning, we employ a two-
stage training procedure. In the first stage, we use the
ResNet-50 pre-trained on the ImageNet dataset and train
it on the most popular re-id datasets, such as Market1501,
CUHK03, and CUHK-SYSU. Then, the trained network is
fine-tuned on the DRDIT01 dataset.

3.5 Group learning
We follow the recent advances in person re-id and use
the proposed channel group learning [55, 56] and multi-
branch loss, which demonstrated that network can be
trained more efficiently with a combination of differ-
ent loss functions. The group learning aims to exploit
discriminative information about an image from differ-
ent channel groups. Two-branches approaches [3, 55] are
aiming at combining the global and local information,
because the network trained only on global features focus
on certain parts and ignore the local details, while the
network trained only on the local features cannot effec-
tively exploit all the local information and usually does
not take the global context into account. Training the net-
work with only one loss function usually cannot overcome
such drawbacks, and all the image information remains
unexplored. Another drawback of the local features is the
misalignment. The local feature may not correspond to
the local body region due to inaccurate person detection,
pose variation, etc. To tackle such problems, some stud-
ies propose to use dynamic programming to align features
[3] or use attention mechanism [57] to force the network
to pay attention to specific parts of the image. However,
such methods increase the complexity of the networks
and their training time. The studies [55, 56] propose
to use channel grouping design to handle the local fea-
ture misalignment problem without increasing network
complexity.
To employ a group learning approach, we follow [55,

56] and use ResNet-50 to extract the global feature vec-
tor after the global average pooling (GAP) (Fig. 3). Then,
the vector is split into Nc channel groups, where each
channel is the partial global feature of the input image.
After it, the features are fed to the 1 × 1 convolutional
layers to transform them into 128-d feature vectors. The
last fully connected layer is used to perform prediction.
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Fig. 3 The proposed framework. We feed the input image to a base network (ResNet-50) and extract the global feature vector after global average
pooling (GAP). The global branch contains two fully connected layers, which transform the feature vector into 128-d embedding. The embedding is
feed to the triplet loss. The local branch divides the feature vector into Nc channel groups. Each channel group is feed to the shared 1 × 1
convolutional layer. Then, each feature vector is feed to its own fully connected layer. The output of the fully connected layer is feed to the L-GM
loss function

In the inference stage, the partition part is discarded and
only the global feature vector is extracted to perform
re-identification.

4 Experiments
In the next sections, we perform several experiments to
demonstrate the effectiveness of the proposed method
and transfer learning. In our experiments, we use themost
popular re-id datasets such as CUHK03, Market-1501,
and CUHK-SYSU for transfer learning (Fig. 4). We use
ResNet-50 as the backbone. To increase the spatial reso-
lution of the feature maps before global average pooling,
we modify the stride of the last convolution block from
2 to 1. After the GAP, we have global and local branches.
The global branch contains two fully connected layers.
The first layer transforms inputs to the 2048-d feature vec-
tors. It is followed by the batch normalization [58], ReLU
[59], and dropout [60] layers. Then, the feature vectors
are feed to the second fully connected layer which outputs

128-d embeddings. The local branch aims to learn mul-
tiple channel group features. First, it uniformly splits the
input feature vector intoNc channel groups; then, the 1×1
convolutional layer is used to transform features into 256-
d vectors. This layer is followed by batch normalization
and ReLU layers. Finally, the last fully connected layer
produces the 128-d embeddings. Then, the embeddings
produced by the first and the second branches are feed to
the triplet and L-GM loss correspondingly.
First, we train the network only with the global branch

and triplet loss with different margin on CUHK03, Mar-
ket1501, and CUHK-SYSU datasets. The authors demon-
strated [5] that the model achieved the best performance
with triplet loss with margin value in the interval [0.1,
0.3]. The same interval is used in experiments. We follow
[5] and use the Adam [61] optimizer with the following
parameters: e = 10−3,B1 = 0.9,B2 = 0.999. The network
is trained for 25,000 iterations, where the initial learning
rate is set as 0.0001 and begin decay after 15,000 iterations:

Fig. 4 The flow diagram of experiments with transfer learning. The baseline does not have transfer learning part and network directly fine-tuned on
the DRHIT01 dataset
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e(t) =
{
e0 if t < t0

e0.001
t−t0
t1−t0

0 if t0 < t < t1
(13)

where t is a current iteration, t0 is the 15,000 iterations,
and t1 is the 25,000 iterations. Before training, ResNet-
50 is initialized by the weights trained on the ImageNet
dataset. In addition, we directly fine-tune ImageNet pre-
trained network on the DRHIT01 dataset with the same
settings.
Then, we use the weights from trained networks to

initialize ResNet-50 and fine-tune it on the DRHIT01
dataset. In this experiment, we use the same settings as
before, except the learning rate begin decay after 8000
iterations. The network is trained for 16,000 iterations. In
the next experiment, we use the same settings, but train
ResNet-50 with two branches which include triplet and
L-GM loss functions, where L-GM loss for the second
branch can be formulated as follows:

Llgm =
Nc∑

i=1
Li (14)

and the total loss is:

L = Ltri + kLlgm, (15)

where Ltri is the triplet loss and k = 0.25. For each exper-
iment, we set the mini-batch size to 128 which contains
32 persons with 4 images each. Each image of size H ×W
is resized to 11

8 (H × W ). Before feeding the image to the
network, the random crop of size H × W is taken, where
H = 256 and W = 128. The extra data augmentation
includes the random horizontal flip.
In the inference stage, the extra branches are removed.

We feed an image to the network and extract the global
feature vector which is produced by the global average
pooling and use L2 metric to calculate the distance matrix

between query and gallery images. Based on the calcu-
lated matrix, we compute the rank-1 and mAp scores and
report it in Table 1. We do not employ any re-ranking and
test-time augmentation techniques. The PyTorch deep
learning framework is used to implement a proposed
approach.

5 Results
According to Table 1, CUHK-SYSU is the most suitable
dataset to fine-tune from. We carry out several experi-
ments with a different margin for triplet loss function and
demonstrate that triplet loss with margin 0.2 achieves the
best results. Although the Market1501 and CUHK-SYSU
datasets contain almost the same amount of images, they
have a different number of unique identities: 1261 and
11,934 respectively. The CUHK-SYSU dataset is richer
in terms of the image backgrounds, occlusion, light con-
ditions, etc. Such difference is critical for the transfer
learning, and according to Table 1 for the same margin,
the fine-tuning on the DRHIT01 datasets produces sig-
nificantly different results. The fine-tuning from CUHK-
SYSU outperforms the fine-tuning from Market1501 by
4.9%. In addition, the fine-tuning from ImageNet on the
DRHIT01 dataset shows the worst performance among
others. Although the features learned from ImageNet are
general, it is still important to train the network on a
more domain-specific dataset to force it to learn domain-
specific features.

6 Discussion
In this paper, we present the new person re-identification
benchmark. The dataset consists of 101 unique pedestri-
ans collected by a drone. All pedestrians are extracted by
employing the object detector and manually annotated.
The dataset is used to evaluate and study the drone-based

Table 1 For dataset evaluation, we use the ResNet-50 with triplet loss function and the proposed model with a combination of
different loss functions

Network (dataset) Margin 0.1 Margin 0.2 Margin 0.3

mAp (%) Rank-1 (%) mAp (%) Rank-1 (%) mAp (%) Rank-1 (%)

ResNet-50 (ImageNet) 53.0 62.1 57.8 65.4 62.6 65.0

ResNet-50 (cuhk-sysu) 70.8 72.5 72.7 75.5 70.5 72.5

ResNet-50 (Market1501) 69.7 70.4 70.7 70.6 69.7 72.1

ResNet-50 (Cuhk03) 71.7 73.6 70.5 71.3 68.8 71.7

triplet loss + L-GM loss

ResNet-50 (ImageNet) 54.3 64.2 59.1 67.3 61.4 64.2

ResNet-50 (cuhk-sysu) 68.1 71.9 68.2 73.2 69.6 71.1

ResNet-50 (Market1501) 67.2 70.7 67.1 72.7 61.7 68.7

ResNet-50 (Cuhk03) 63.2 67.0 67.1 72.4 68.8 71.7

Both networks are trained on one of the existed re-id datasets and fine-tuned on the DRHIT01 dataset. In addition, ResNet-50 is directly fine-tuned from ImageNet on the
DRHIT01 dataset. Different margin values are used for triplet loss. The best performing loss at a given margin is presented in italic
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person re-identification. We build a network with multi-
branch design, group channel learning and combination
of different loss functions, which can effectively tackle
the re-id problem. The network contains the local and
global branches which learn local and global image fea-
tures correspondingly. The channel group learning is used
to extract discriminative features of each channel group
from the global feature vector. Different frommost existed
studies, the large Gaussian mixture loss is used to perform
local feature classification. The proposed network out-
performs the baseline deep learning approach. We study
the transfer learning mechanism and demonstrate that
the dataset from which the network is fine-tuned sig-
nificantly affects the final performance. The fine-tuning
network on the existed re-id datasets forces it to learn the
domain-specific features. We hope the proposed dataset
will contribute to the computer vision community and
attract its attention to the drone-based computer vision
problems. In the future, we expect to extend the current
dataset to include more sequence captured in different
weather conditions.
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